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Aerobreakup in Rarefied
Supersonic Gas Flows
We present new experimental results on the interfacial instabilities and breakup of New-
tonian liquid drops suddenly exposed to rarefied, high-speed (Mach 3) air flows. The
experimental approach allows for the first time detailed observation of interfacial phe-
nomena and mixing throughout the breakup cycle over a wide range of Weber numbers.
Key findings are that Rayleigh-Taylor instability alone is the active mechanism for
freestream Weber numbers as low as 28 for low viscosity liquids and that stripping rather
than piercing is the asymptotic regime as We→`. This and other detailed visual evidence
over 26,We,2,600 are uniquely suitable for testing Computational Fluid Dynamics
(CFD) simulations on the way to basic understanding of aerobreakup over a broad range
of conditions. @DOI: 10.1115/1.1777234#

Introduction
When a liquid drop is suddenly exposed to a gas flow it de-

forms and breaks up into a cloud of smaller droplets at rates and
sizes that depend principally on the Weber number;We
5rgu2d/s, whereu is the gas velocity,rg the gas density,d the
droplet diameter, ands the surface tension. The process is amaz-
ingly rich in phenomena, which again depends principally on the
magnitude of the Weber number, above some critical value of
;10 needed for instability@1#. The various regimes and key in-
vestigations that led to their definition are summarized in Fig. 1.
Brief explanations are provided in Appendix A.

Remarkable is that all these studies were carried out at pres-
sures not significantly varying from normal atmospheric pressure.
Also to be noted is that the high Weber number shock tube ex-
periments involved mildly supersonic flow speeds~typically M
;1.3), very high temperatures~up to 1,000 K! due to compres-
sion behind the shock, and very small drops. As shown in Fig. 1,
the time scales for breakup involved in the high-Weregimes~strip-
ping and catastrophic! are in the 100 s of microseconds, and the
resulting droplets are of such small scale and large number density
as to obscure the view in what appears~at the edges at least! as a
very fine mist.

Several attempts have been made toward a basic understanding
through analysis but without definitive results. The difficulties
consist of accounting for competing phenomena. For example,
Harper et al.@2# in a very elaborate analysis tried to account for
aerodynamic deformation together with Rayleigh-Taylor~R-T!
penetration on the windward surface, but they ignored the shear/
stripping phenomena found experimentally to precede, and in fact,
co-participate with what was thought to be their ‘‘shattering’’ or
‘‘catastrophic’’ mode. The same can be said about the work of
Joseph et al.@3#, who tried to match apparent wavelengths such as
those shown in Fig. 1 to a straightforward R-T analysis on a
planar interface~without shear!. Probably the only attempts to
identify regimes through competing processes were those of
Gel’fand @4# and of Patel and Theofanous@5#; the former is em-
pirical and inconclusive, while the latter remained at the very
rough conceptual level.

Attempts via direct numerical simulations at the low Weber
number ‘‘bag’’ breakup regime, while tentative at this time, show
promise. The difficulty here is in that the inevitable interfacial
smearing interferes with the proper coupling of tangential stress at
the interface. Thus, it is well known that rather than ‘‘bag,’’ such

simulations produce an inverted ‘‘cup’’ shape@6#. A most recent
attempt by Han and Tryggvason@7# seems to have produced a
bag, but their simulations were limited to systems with small
liquid/gas density ratios, from 1.15 to 10. At higher Weber num-
bers, direct numerical simulations face the significant challenges
of resolution~wavelengths decrease! and changes in topology at a
very fine scale~local pinch offs and entrainment!.

The work reported here developed as an aside from the main
purpose of our experimental facility which was to study aero-
breakup of viscoelastic liquids at highly rarefied, highly super-
sonic conditions. It benefited greatly from the pursuit of the needs
of our main task for high visual resolution, larger masses, and
long observation times. It also benefited in more subtle ways from
operating at extremely low pressures and supersonic speeds. We
were suddenly, and unexpectedly confronted with results that did
not conform to long-held beliefs. We are now in a position to
question these beliefs. More importantly, we think our data and
interpretations provide a new entry point for basic understanding.
Our experimental approach provides a convenient pair of param-
eters~flow density and Mach number! for working incrementally
to the more complex domain of competing processes, and towards
a comprehensive understanding. We expect that direct numerical
simulations will provide a key aid to experiments in this quest.

The Alpha Facility
Our experiments were carried out in a supersonic wind tunnel

especially constructed to study aerobreakup of viscoelastic liq-
uids. As illustrated in Fig. 2, the tunnel consists of a supply tank
and two receiving tanks connected via a vertical, transparent test
section~101.6 mm in diameter!. A converging-diverging nozzle
accelerates the flow to supersonic speeds—in the setup discussed
here, a pressure ratio greater than;50 produces a flow Mach
number 3. The system can operate at any pressure level from
;1022 down to;1024 atm.

At the tee-junction, on the top, we can see the drop generator. It
can produce a single, well-defined drop, in the size range from;2
mm up to 20 mm. Depending on the fluid and our interest this
device is selected among several options developed for this pur-
pose. Thanks to the very low pressures, rather large drops can
reach the nozzle exit in perfectly stable spherical shape.

When the drop crosses a location in the test section, sensed by
a photocell, the automatic sequencing of the experiment is set in
action. A plunger, consisting of an array of very sharp knives, is
set in motion to break the diaphragm, and concurrently the pres-
sure transducer signal monitoring equipment is activated. After
some appropriate delay, the high-speed camera~Kodak Motion
Corder Analyzer, Model SR-Ultra, PS-110!, and a synchronized
copper-vapor laser are switched on. The camera typically operates

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
May 27, 2003; revised manuscript received February 18, 2004. Associate Editor:
J. Katz.
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at 2 kHz, while each frame is exposed to a single 15–30 ns laser
pulse of extremely intense light~Oxford Lasers, LS20–50!. A
steady flow duration of;100 ms is obtained, while a typical run
time at the low pressure conditions considered here is;40 ms.
The overall physical arrangement of the facility can be seen in the
photograph of Fig. 3.

The flow behavior obtained in ALPHA has been characterized
by means of detailed mapping of the stagnation pressure field, and

the static pressure measured at the wall of the test section. The
measurements were carried out with piezoelectric transducers~Ki-
stler, Model 206!, whose natural frequency is no less than 130
KHz. Stagnation pressures were measured by holding the trans-
ducer so that its face is normal to the flow direction. Both axial
and radial traverses were possible with the help of a probe-like
arrangement~a rigid steel tube! supported from the top tee-
junction.

Fig. 1 Breakup regimes obtained at or near atmospheric conditions. All experiments were carried out at subsonic or mildly
supersonic flow conditions. ST—shock tube, WT—Wind tunnel, NZ—Nozzle
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The stagnation pressure is related to static pressure and flow
Mach number of the freestream by the theoretical result,

Ps

P0
5S ~11g!2M2

4gM212~12g! D
g/~g21! 12g12gM2

11g
(1)

which was found to accurately predict all our measurements@21#.
A typical flow history based on the measured static and stagna-

tion pressures, and Eq.~1!, is shown in Fig. 4. Both radial and
azimuthal variations in a central cylinder within radius of one-half
the test section radius were found to be negligible. In the axial
direction, the flow was found to decrease slowly~due to friction!
from a M;3 at the nozzle exit to aM;2.7 ~or 2 for the low end
of the pressure range tested! just upstream of the tee-junction at a
distance of 1.8 m. The flow characterization work covered the
pressure range 144,P0,43103 Pa. For lower pressures, we use
detailed CFD simulations~of the whole tunnel! benchmarked
against the experimental data over the pressure range for which
they are available.

The static pressure is monitored in all experimental runs so as
to positively qualify against spurious diaphragm/cutter operation.

Experimental Results
The experiments reported here were run with Tributyl-

Phosphate~TBP! and Glycerin, both having a sufficiently low

vapor pressure to be suitable for the highly rarefied conditions of
interest here. TBP is a Newtonian, water-like liquid with density/
viscosity of 0.978 g•cm23/4cp, while for Glycerin we have
1.26 g•cm23/13 p. The drop diameter was held essentially con-
stant at 3.5,d,4.0 mm for TBP drops and 3.7,d,4.5 mm for
Glycerin drops, and so was the flow speed at Mach;3. The sonic
speed for all test conditions was 200 m/s. Besides the two viscosi-
ties, the principal experimental variable was the gas density. This
density, defined by the static pressure was controlled by the sup-
ply pressure, and by ensuring an initial pressure ratio~supply/
receiver! of at least 50; that is somewhat greater than the theoret-
ical value of 37 needed for Mach 3 flow. The ranges covered in
these experiments are 5•1024,rg,1021 kg/m3 and 15,P0
,2600 Pa.

The Weber number based on free stream conditions turns out to
be within a few percent of the Weber number based on the flow
stagnation pressure~the pressure actually acting on the drop!

We5
rgu2d

s
5

gM2d

s
P0'

Psd

s
(2)

hence, we believe it to be appropriate for the supersonic condi-
tions considered here as well. The Reynolds number, based on
free stream velocity and the drop diameter,

Re5
rgud

mg
5A g

RT

Md

mg
P0 (3)

was;200 at the low end of the pressure range and increased to
;31,600 at the upper end. The Knudsen number

Kn5
M

ARe
(4)

varies correspondingly in the range of 0.02,Kn,0.22, which is
squarely in the slip flow regime known to extend over

1022,Kn,1021 (5)

Thus we can expect slip flows, and basically laminar boundary
layers.

We carried out a total of 64 runs, at conditions as summarized
in Fig. 5. The TBP runs identified in Fig. 5 as ‘‘preliminary,’’ were
carried out with a slightly different inlet geometry, and prior to the
detailed characterization discussed above. These runs are included

Fig. 2 Schematic of the ALPHA facility

Fig. 3 The ALPHA facility

Fig. 4 A typical flow transient in ALPHA as deduced from mea-
surements of static and stagnation pressures

518 Õ Vol. 126, JULY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



because except for slight differences in timing they produced ba-
sically the same results as those found in the main part of the
program. The intent of Fig. 5 is to show the extent of the experi-
mental coverage, including resolution on the Weber number scale.

The overall results for TBP are summarized in Fig. 6. In these
images as well as all other images shown in this paper, the direc-
tion of the gravity is from left to right, and the air flow~upward in
reality! is from right to left. We can see that instability sets in by
what appears as a gradual extension of the drop in the flow direc-
tion. This ‘‘pulling’’ regime is quite narrow and quickly gives way
to the development of ‘‘bags’’ and ‘‘multibags.’’ This regime is
comparatively narrow too, as it gives way to a multiwave ‘‘pierc-
ing’’ mechanism, in what appears as an actual manifestation of the
Rayleigh-Taylor waves originally envisioned by Harper et al.@2#.
At significantly higher values of the Weber number we see
manifestation of shear-induced ‘‘stripping.’’ Remarkable are the
following:

~a! Piercing appears to be ‘‘pure.’’ Starting from a single
‘‘bubble’’ ~‘‘bag’’ !, the number increases as the Weber num-
ber increases.

~b! The ‘‘pure’’ above refers to the absence of the coupling
~and obscuring! effects of shear/stripping. As a conse-
quence, we have the first clear record of the mechanism, as
well as the first quantitative characterization of the relevant
parameters, from inception to full development and ulti-
mate disposition into daughter drops~see below!.

~c! The presently found piercing regime sets in at Weber num-
bers that are lower by several orders of magnitude com-
pared to previously stated experimental~suspected pierc-
ing!, or theoretical~predicted piercing! regime-onset values
(We;104– 105).

~d! Rather than building to a piercing regime dominance, envi-
sioned previously, asWe→`, the present results suggest
the reverse; that is, piercing giving way to stripping.

As illustrated in Fig. 7 the above are further supported by the
results obtained with Glycerin. The effect of high viscosity is to
eliminate the extremely narrow ‘‘pulling’’ regime, and translate
the various transitions~from single bag to multiwave piercing! to
higher Weber numbers. In the next section, we show that this
effect of viscosity is quantitatively predictable within a mecha-
nism that encompasses the behavior found with low viscosity.

Records of the detailed evolutions from representative runs are
collected in Appendix B. These records make available for the
first time the internal length scales involved in the mixing process,
the fine structure of the process itself, and the ultimately resulting
daughter drop length scales.

Discussion
Evidently, the picture that emerged from the ALPHA experi-

ments is quite different, and in a way reverse, of what was be-
lieved to be the case previously~Fig. 1!. Specifically, the differ-
ence consists of:

~a! The ‘‘pulling’’ and ‘‘multibag’’ regimes are new.
~b! ‘‘Piercing’’ appears as a series of transitions with increasing

number of waves/bubbles~reducing the mixing length
scales! as the Weber number increases from a lower limit of
;26 ~where a single wave—the bag—appears!.

~c! ‘‘Stripping’’ becomes quite evident at a Weber number of
;103, and is seen to become increasingly more important
~than piercing! as the Weber number increases beyond this
value.

The reversal is in that previously it was thought that stripping
~or shear! breakup precedes piercing, and that piercing is the ter-

Fig. 5 Summary of test conditions considered in this work

Fig. 6 Summary illustration of breakup regimes found in low pressure ALPHA tests for TBP drops „MÄ3…
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minal regime obtained at Weber number greater than 104 or 105,
while here we see clearly the piercing set in at a Weber number of
26, and that stripping enters and becomes increasingly more im-
portant at Weber number beyond about 23103.

The discussion that follows consists of two parts. The first is to
set up a conceptual/theoretical framework aimed to interpret the
present experimental results. In the second, and with the help of
the first part, we attempt to reconcile the differences with previous
work, and the reversal, noted above. Our main point on this is that
previous interpretations of experimental data were hampered by
the small drop sizes involved, insufficient spatial resolution in
visualizations, and in addition they were unduly influenced by the
related-to-each-other theoretical/experimental works of Harper
et al. @2# and Simpkins and Bales@20#, respectively.

As the drop flattens, due to the aerodynamics, it becomes im-
mediately susceptible to Rayleigh-Taylor piercing at the acceler-
ated upstream-facing interface. The acceleration can be obtained
from ~the gravitational acceleration is negligible here!

a5
3

4
CDF1F2

rg

r l

u2

d
(6)

whereCD is the appropriate drag coefficient on a sphere~of di-
ameterd! at the relevant flow conditions. TheF1 andF2 are to
account for deformation effects, theF1 on CD , and F2 on the
cross-sectional area of the drop. With increasing deformation (1
,dmax/d,2) both these factors increase from 1 to;4. On the
other hand, the fastest-growing wave from the classical inviscid
analysis can be written as@22#

ld52pA3s

ar l
(7)

where we have neglected the gas density relative to that of the
liquid. Thus, we can express the number of waves~an odd number
of 1/2ld’s) that would fit on a ‘‘disc’’ of diameterdmax as

n5
2dmax

ld
5

1

2p
~CDF1!1/2F2We1/2 (8)

Evaluated in this way then’s for all our TBP experiments are
shown in Fig. 8.

The relation of such predictions with TBP data is shown in Fig.
9. The number of waves~the so-called bubbles in the non-linear
development of R-T waves! is deduced from the values ofn,
recognizing that forn51 we have one wave~the ‘‘bag’’!, and that
for each increase inn by two ~one wavelength! we have to added
one more wave. When the number of waves is small, we can see
that the visual images support the predictions quantitatively. At

higher Weber numbers, the quantitative measure in the images is
lost, but the gradual transition to smaller and small mixing length
scales, in agreement with prediction is unmistakenable~we will
return to these length scales momentarily!.

The Glycerin runs were added to the experimental program as a
further test of the above—in fact one might say they were ‘‘pre-
predicted.’’ Here we use the classical results of Chandrasekhar
@22# for viscous liquids~see also a simpler derivation by Joseph
et al. @3#, using viscous potential flow theory!. The exponential
growth constanth in the linear regime can be obtained from~we
have neglected the gas density relative to that of the liquid, and
the gas viscosity!:

12
ak

h2 52
k3s

h2r l
2

4k2

h

m l

r l
1

4k3m l
2

h2r l
2 SAk21

hr l

m l
2kD (9)

and ld was found as the value ofk52p/ld that maximizes it.
The predicted numbers of waves for conditions corresponding to

Fig. 7 Summary illustration of breakup regimes found in low pressure ALPHA tests for Glycerin drops „MÄ3…

Fig. 8 Estimation of the number of piercing waves possible on
an accelerating drop as a function of the Weber number. All
ALPHA runs are represented. The scatter for TBP is due to
small variation in diameter and degree of deformation „F1 ,F2…

observed. The solid points are explained in the text. The ‘‘to
do’’ refers to key new conditions yet to be attained in future
experiments.
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our Glycerin runs are shown in Fig. 8. Accordingly, we predict
that breakup should initiate by a single wave~‘‘bag’’ ! at We
;100, and that this should persist up toWe;2,000, at which
point a double wave should appear. As seen in Fig. 7, these pre-
dictions are fully supported by the experimental results in AL-
PHA. Further, in Fig. 8, we can see that for a triple wave piercing
the Weber number must reach;2 104 ~this test is for our future,
upgraded ALPHA!.

Now let us consider the ‘‘pulling’’ regime. For a laminar bound-
ary layer, the average shear stress can be expressed as

t;Asmgc

d2 M1/2We1/2 (10)

Compared to normal pressure/temperature conditions, the
square root in the above equation for our experiments is 2.2 times
smaller, while theM1/2 ~at the low Weber number end! would be
9.2 larger. Thus at the same Weber number the shear effect on the
drop should be 4.2 times larger, and the ‘‘pulling’’ regime is a
clear manifestation of this increase. In fact the pulling regime can

Fig. 9 The ‘‘piercing’’ regime in ALPHA and relationship to the predictions of Eq. „8…
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be seen also to be active in the early development of instability at
conditions appropriate for single wave piercing~Fig. B.1!. This
may be responsible for the hourglass shape and the multibag mor-
phology that follows. It appears that in this case,We;26,
viscous-drag-induced motion just about balances the tendency to
penetrate. Thus, the predicted single bag (n51) at 5,We,26
cannot really materialize~with low viscosity liquids, see Fig. 8! in
supersonic flow. On Fig. 8, we also show~solid triangles! predic-
tions of the onset of bag breakup in subsonic flow. For a maxi-
mum deformation of 1.5 to 1.3, we predict critical Weber numbers
of 7 to 18, which is in agreement with data from previous work
~see Fig. 1! at normal P/T conditions. Further, pulling is evident in
the subsequent behavior of daughter drops found at the low end of
multiwave piercing ~see Fig. B.2!. Preliminary investigation
shows that the effect of slip flow on the above results is negligible.

On the other hand, shearing motions are slow relative to pierc-
ing, so for 26,We,;103 the primary mechanism remains pierc-
ing. At still higher Weber numbers, as nonlinear piercing slows
down because of the decrease in length scales~see below!, and
shear increases~see Eq.~10!!, shear, and accompanying stripping
should become increasingly more important and this is quite evi-
dent at the upper end of the Weber number range investigated here
~see Figs. 6 and B.4!. Finally, it is worth pointing out that the
internal ~liquid! length scales in Fig. 9 are what is left of the
so-called R-T ‘‘spikes,’’ broken up into drops, and although re-
lated, they shouldnot be expected to correspond to theld of the
piercing waves-rather they should be much smaller, as indeed
seems to be the case in Fig. 9.

Now we apply this understanding to the previous available data
and predictions. The pulling regime was not seen previously, and
in light of Eq. ~10! this is not surprising. What was known as bag
breakup is consistent with present findings although not recog-
nized as the inception of piercing process, prevalent over a rather
large span of Weber numbers. This piercing regime was missed in
previous work, and one reason can be found in Eq.~8!. While the
F1 and F2 are approximately the same at subsonic or slightly
supersonic~previous! and highly supersonic~ours! flow condi-
tions the drag coefficient increases by as much as a factor of 3 to
4. Thus, for the same Weber number the number of waves ob-
tained in supersonic flow would be increased by a factor of 2,
which makes them more visible at the low end of the Weber
number range. Alternatively, at the same number of waves~same
value ofCDWe), a larger value ofd ~anddmax) produces a greater,
easier to visualize, value ofld .

Another reason is that following the works of Harper et al.@2#,
Simpkins and Bales@20# and Waldman and Reinecke@19# ~which
appear to have been closely related to each other!, the expectation
was that piercing~or catastrophic! breakup becomes prevalent at
We;104 to 105, so more attention was focused at the very low
~bag breakup! and the upper end of the Weber number range.
Applying Eq. ~8! with We;105, and slightly supersonic flow
(M;1.2), we findn5110, and for a drop of typical size in pre-
vious experimentsd;1 mm, theld is 27mm. One implication is
that such a wavelength is impossible to visually resolve~see Fig.
1!.

Another and perhaps more important implication is that in the
nonlinear regime such waves would penetrate with a velocity~in-
viscid approximation!

U;Alda;A2p
3

2

s

r ldmax
~CDF1!1/4F2

1/2We1/4 (11)

that is, a velocity that is rather slowly increasing with Weber
number. As we can see from Eq.~10!, shear increases consider-
ably faster, and this would be further accentuated by interfacial

roughness due to the development of waves~also Kelvin-
Helmholtz instability and perhaps turbulence may have to be in-
cluded!. Liquid viscosity, active at such small length scales, would
further retard the penetration velocity, thus shifting even more the
balance in favor of shear. In particular using Eqs.~8! and ~11! a
bounding estimate of the Reynolds number can be obtained as

Re5
r lUld

m l
;4pA3pAr ldmaxs

m l
2 ~CDF1!21/4F2

21/2We21/4

(12)

which clearly shows Re→0 as We→`. For example, atWe
5106, Re;210 and 0.2, for 1 mm water and Glycerin drops,
respectively.

In the same vein, it should also be noted that, as Eq.~8! indi-
cates, whenn is of order unity penetration occurs in the linear-
growth regime and it is exponential~this is why bag and multi-
bags appear to ‘‘explode’’!, while when n is very large~large
Weber numbers! the penetration should enter the nonlinear regime
~Eq. 11!, well before penetration, and should proceed at a constant
rate, as by Eq.~11!, or some appropriate modification of it, when
viscosity becomes important.

A similar conclusion is reached by comparing the penetration
velocity ~in the nonlinear regime!, U, with the shear-induced in-
terfacial velocity,Us obtained from a coupled laminar boundary
layer analysis. For an 1 mm water drop atWe5102, U/Us

51.5, while atWe5106, we obtainU/Us50.2, and would expect
this to be even smaller if account is taken of interfacial roughness.

Thus, asWe→` we would expect shear and stripping, rather
than piercing to prevail. Actually, as noted already, such stripping
is quite evident in our experiments already atWe;103, and also
it can be seen in previous data~Fig. 1!, especially well in the data
of Ranger and Nichollls@18#. The question remains, is piercing
present at all of this very high end of Weber numbers~practically
We→`)? On the basis of the above, we think it may be not.

Finally, it is worth noting that behavior of fuel droplets behind
a shock wave in transonic and supersonic gas flow plays an im-
portant role in supersonic combustors and liquid-fuel pulse deto-
nation engines operating on a multiphase principle. Under normal-
to-high pressures and high-flow velocities, small sizes of fuel
droplets in these applications lead us to an exotic regime of high
Mach, low Weber and high Knudsen numbers. Due to the prohibi-
tive difficulty to visually observe and quantify breakup phenom-
ena of microscopic droplets in high-speed flows, analyses of su-
personic combustion systems made use of drop breakup data
obtained for low Weber number conditions but in low Mach and
low Knudsen number flow. Results presented in this paper shows
that the Mach scaling is important. The ALPHA facility, with its
supersonic rarefied conditions, offers the possibility to simulta-
neously satisfy the Weber, Mach and Knudsen scaling needed
@23#.

Conclusions and Implications

1. The regimes of drop breakup in highly rarefied, highly su-
personic gas flows, are for the first time quantified~transition
criteria, evolving morphologies, mixing length scales, daughter
drops sizes!, and theoretically elucidated including effects of liq-
uid viscosity.

2. With increasing Weber number the regime sequence is, Pull-
ing ~by viscous drag!, Piercing~by Rayleigh-Taylor instability, in
succession from one wave, a bag, to multiple waves!, and Strip-
ping ~by shear!. Further confirmation of the piercing regime, per-
haps by frontal three-dimensional imaging would seem desirable.
Evidence is presented that the present scheme of interpretation is
also consistent with all normal P/T data, quite unexpectedly in
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light of all previous interpretations; however, this issue requires
further investigation, directly by experiments at such conditions.

3. The experimental approach developed in this work provides
for unprecedented access to interfacial breakup and mixing phe-
nomena to a detail~and conditions! that is quite appropriate for
benchmarking direct numerical simulations~qualitative compari-
sons of key features of breakup regimes!. This would be crucial
on the way to predicting more complex and experimentally inac-
cessible situations; for example the effect of ‘‘structuring’’ the
flow history.

4. The importance of breakup regime on resulting distribution
of length scales and mixing morphologies is clearly demonstrated,
thus providing the means to tailoring condition to desired behav-
iors. More detailed characterization of these aspects merits further
investigation.

5. Consideration in this framework of even larger masses
would be very significant~theoretical as well as practical interest!.
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Nomenclature

a 5 acceleration
c 5 speed of sound

CD 5 drag coefficient of sphere
d 5 spherical drop diameter

Kn 5 Knudsen number
M 5 Mach number
P0 5 static pressure
Ps 5 stagnation pressure
Re 5 Reynolds number
T 5 temperature
u 5 free stream velocity

We 5 Weber number
F1 5 shape coefficient on drag, Eq.~6!
F2 5 shape coefficient on area, Eq.~6!

g 5 gas specific heat ratio
l 5 wavelength of R-T instability

mg ,m l 5 gas, liquid viscosities
rg ,r l 5 gas, liquid densities

s 5 surface tension
t 5 shear stress

Appendix A: Brief Explanations on Fig. 1
An influential review and synthesis on the subject was provided

by Pilch and Erdman@24#, and recently we have the extensive
critical review of Gel’fand@4#-200 papers cited. The most recent,
extensive experimental works were carried out by Faeth and co-
workers @12–14# focusing on the low end of the Weber number
range ~;10 to 102) and by Joseph and co-workers@3,25# who
focused on the high end (;104 to 105). Classic references are
those of Engel@17#, Ranger and Nicholls@18#, Simpkins and
Bales@20#, Waldman and Reinecke@19#, and the theoretical work
of Harper et al.@2#. The experiments were carried out mainly in
shock tubes and at pressures near atmospheric, but in a few cases
wind tunnels were also employed. Because of their great length,
shock tubes are positioned horizontally, and this creates limita-
tions on the injection method and the drop sizes obtainable. A
wind tunnel, operating at steady state, requires that the liquid be
injected through the wall boundary layer; this introduces compli-
cations in interpretation, and limits the conditions accessible for
such experiments. Except for slight and usually undocumented
differences, the overall regime classification scheme that emerges
from all this work is as shown in Fig. 1.

The ‘‘Vibrational,’’ ‘‘Bag,’’ and ‘‘Bag-and-stamen’’ regimes, as
illustrated, are easily recognizable, and rather well defined in
terms of the critical Weber number required for their inception.
The ‘‘Bag’’ regime was studied most extensively, and it is known
that the resulting droplet distribution is bimodal: one size coming
from the shattering of the bag, and another much bigger size com-
ing from the capillary breakup of the rim~see Fig. 1!. No robust
theoretical interpretation of these regimes has been previously
available.

The ‘‘shear,’’ or ‘‘stripping,’’ and ‘‘catastrophic’’ or ‘‘shatter-
ing’’ regimes were thought to evolve at higher Weber numbers,
but data, definitions and interpretations are partial and to a signifi-
cant degree speculative. As indicated in Fig. 1, the former is stated
to evolve fromWe;102, until We;104 to 105, where the latter
is thought to set in as the dominant mechanism. As visualized in
Fig. 1, the former involves a fine mist of liquid emanating from
the equator, presumably due to a shear-induced boundary layer on
the liquid surface. A simplified viscous description of it~ignoring
all other effects such as interfacial instabilities and of thus-
resulting roughness! was given by Taylor@26# and Ranger and
Nicholls @18#. The catastrophic regime, first introduced theoreti-
cally by Harper et al.@2#, is thought to involve piercing by
Rayleigh-Taylor waves, and it was recently analyzed, on the same
basis, also by Joseph et al.@3#. Harper et al.@2# argued that at a
We;105 the growth of instabilities changes character, from alge-
braic to exponential. Joseph et al.@3# argued that waves seen on
visual images~such as those in Fig. 1! are consistent with most
rapidly growing Rayleigh-Taylor waves at the Weber number
range of their experiments (104 to ;2 105). Waldman and Rei-
necke@19# and Simpkins and Bales@20# related their experimental
results qualitatively to the catastrophic regime of Harper et al. Just
as Taylor @26# and Ranger and Nicholls@18# considered shear
without interfacial instability, so Harper et al.@2# and Joseph et al.
@3# considered interfacial instability without shear. No fragment
length scales or mixing morphologies are available in these high-
Weber-number regimes.
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Appendix B. Detailed Evolutions from Selected ALPHA Tests

Fig. B.1 ‘‘Multibag’’ breakup of a TBP drop in ALPHA „WeÄ28,dÄ3.8 mm …. Time interval between two adjacent images is 1 ms.

Fig. B.2 ‘‘Piercing’’ breakup of a TBP drop in ALPHA „WeÄ57,dÄ3.7 mm …. Time interval between two adjacent images is 1 ms.
is 1 ms.
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Fig. B.3 ‘‘Piercing’’ breakup of a TBP drop in ALPHA „WeÄ109,dÄ3.9 mm …. Time interval between two adjacent images is 2 ms.

Fig. B.4 Mostly ‘‘Stripping’’ breakup of a TBP drop in ALPHA „WeÄ2643,dÄ3.7 mm …. Time interval between two adjacent images
is 0.5 ms.
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Interfacial Structures and Regime
Transition in Co-Current
Downward Bubbly Flow
The vertical co-current downward air-water two-phase flow was studied under adiabatic
condition in round tube test sections of 25.4-mm and 50.8-mm ID. In flow regime identi-
fication, a new approach was employed to minimize the subjective judgment. It was found
that the flow regimes in the co-current downward flow strongly depend on the channel
size. In addition, various local two-phase flow parameters were acquired by the multi-
sensor miniaturized conductivity probe in bubbly flow. Furthermore, the area-averaged
data acquired by the impedance void meter were analyzed using the drift flux model.
Three different distributions parameters were developed for different ranges of non-
dimensional superficial velocity, defined by the ration of total superficial velocity to the
drift velocity. @DOI: 10.1115/1.1777229#

1 Introduction
The significance of the co-current downward flows can be eas-

ily found in some transient conditions in the reactor system. Some
examples in the Light Water Reactor~LWR! systems can be found
in cases of Loss of Heat Sink~LOHS! by feedwater loss or sec-
ondary pipe break. In such scenario, the steam generator may go
into the two-phase co-current down flow condition. This can also
happen when the primary coolant is discharged through the relief
valve. It is also possible that the two-phase flow may go through
the SG in cases of small break LOCA or relieve valve open, and
thus creating both the co-current up and co-current down flows. In
Boiling Water Reactor~BWR!, the co-current downward two-
phase flow can be encountered in the later stage of the ECCS
injection, signified by the Counter Current Flow Limitation
~CCFL! phenomena.

Even though, there exist some previous studies focused on co-
current downward two-phase flow, most of the researches were
focused mainly on the flow regime identification by flow visual-
ization method@1–4#. However, due to the subjective nature of
the flow visualization method, the regime transition boundaries
are not only inconsistent, but they are not reliable. Furthermore,
there is hardly any research on interfacial structures or interfacial
area transport in co-current downward two-phase flow.

2 Experimental Facilities
The schematic diagram of the adiabatic vertical air-water ex-

perimental loop employed in this study is shown in Fig. 1. The
two test sections were made with round acrylic pipes of 25.4 and
50.8 mm ID. The total length of each test section isz/D5150 and
75 for 25.4 and 50.8 mm ID pipes, respectively. The water and air
flow rates are measured by an electro-magnetic flow meter and
rotameters, respectively. The accuracies are within63% and
68% when the measured flow rate is more than 50% of the full
scale. Throughout the experiment, the air pressure is maintained

by a pressure regulator at 690 kPa~100 psia!, and both the water
and air flow rates are measured by flow meters whose scale yield
more than 50% of the full scale. A sparger with porous tip with 10
micron pores is employed as a bubble generator. The present in-
jection unit produces uniform bubbles of approximately 1–2 mm
in diameter at the inlet of the test section. An air-water mixture
injection unit is employed at both the top and the bottom of each
test section so that the loop is capable of operating in both upward
and downward flow experiments. In operating the loop, single-
phase water flow was created as the initial condition, and thereaf-
ter, gas was gradually supplied into the test section. The free-
falling condition was not investigated. In some flow conditions,
falling film annular flow was observed near the inlet, followed by
a very chaotic mixing region due to kinematic shock. After the
mixing region, the flow eventually reaches either bubbly or slug
flows depending on the inlet conditions.

In the flow visualization study, a high-speed digital motion ana-
lyzer was employed which is capable of operating at the maxi-
mum of 1,000 frames per second and 1/20,000 s of shutter speed.
A transparent acrylic square box filled with water was attached
onto the test section to minimize the image distortion due to the
curved surface of the test section.

An impedance void meter was employed in order to obtain the
area-averaged impedance signals@5#. An impedance void meter is
a non-intrusive conductance type probe that utilizes the difference
in electrical conductivity between the air and water. Two-pairs of
stainless steel plates are employed as an electrode, and they are
flush mounted against the inner wall of the test section. The elec-
trodes span 90 deg of the cross section with thickness of 0.953
cm. The thickness was chosen so as to be larger than the dimen-
sion of a typical bubble, yet shorter than the length of a cap or a
slug bubble. At one measurement port, two-pairs of electrodes,
which are 100 mm apart, are installed so that the void propagation
velocity can be acquired. An alternating current is supplied to the
electrodes at 100 kHz, and the electrodes are connected to the
electrical circuit, which is specially designed so that the output
voltage of the circuit becomes proportional to the measured im-
pedance; i.e.,Vout}Gm . These impedance signals were employed
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in both acquiring the area-averaged void fraction with the specific
impedance-void fraction correlation and identifying the flow
regime.

The four-sensor conductivity probe was employed to acquire
the local two-phase flow parameters@6#. The local parameters
were acquired by traversing the probe from the center to the wall
of the test section with a smallest increment ofr /R50.1. Ac-
counting for the interfacial structures, more detailed measure-
ments were made near the wall than near the center of the test
section. The measurement error of the present probe is estimated
to be less than67% @7#.

3 Experimental Results and Discussions

3.1 Flow Regime Identification

Flow Visualization Method. The flow was observed atz/D
5116 and 58 from the inlet, for the 25.4 mm ID loop and the 50.8
mm ID loop, respectively. The experimental flow conditions were
varied within j f521.25;23.11 m/s, j g520.01;222.9 m/s
for the 25.4 mm ID loop, andj f520.47;23.42 m/s, j g5
20.003;25.46 m/s for the 50.8 mm ID loop. In general, the
frame rate of a high-speed motion analyzer was set at 500 frames
per second with the shutter speed of 1/2,000 s. Figures 2~a!–~d!
show the photographic images of four typical flow regimes ob-
served in the co-current downward two-phase flow in 25.4 mm ID
test section. No significant difference was observed in the flow
regime characteristics between the 25.4 mm ID and 50.8 mm ID
loop. The following observations were made for each regime:

a. The bubbly flow is essentially similar to that in the upward
flow. The major difference can be observed in that the bubbles in
downward flow tend to migrate towards the center of the tube,
which was also reported in previous studies@8,9#.

b. The slug flow observed in the co-current downward flow is
quite different from that observed in the upward flow. The char-
acteristic bullet-shaped gas slug~also known as the Taylor bubble!

Fig. 1 Schematic diagram of the present experimental loop

Fig. 2 Characteristic images acquired for each flow regime. „a… Bubbly flow: j fÄÀ2.12 mÕs & j gÄÀ0.21 mÕs, „b… Slug flow: j fÄ
À2.12 mÕs & j gÄÀ0.42 mÕs, „c… Churn-turbulent flow: j fÄÀ2.12 mÕs & j gÄÀ1.07 mÕs and „d… Annular flow: j fÄÀ2.12 mÕs & j gÄ
À9.17 mÕs.
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with its nose directing toward the flow direction and staying near
the center of the flow channel was not observed. In the co-current
downward two-phase flow gas, the slug is highly distorted and its
nose is always off-centered toward the wall of the test section,
forming a wedge shape. In addition, the nose faces opposite to the
flow direction in the downward co-current two-phase flow.

c. The churn-turbulent flow can be considered as a transition
condition between the slug and annular flow. It is characterized by
the highly distorted cap bubbles varying in size and shape, and by
highly turbulent flow field. It is noted that some previous studies
@4# do not categorize churn-turbulent flow as an independent flow
regime; it was instead included within slug flow. The present
study categorizes the churn-turbulent flow as an independent flow
regime in view of distinctive interfacial structures and difference
in bubble interaction mechanisms as shown in Fig. 2~c!.

d. The annular flow is characterized by wavy liquid film along
the pipe inner wall with gas core. The Annular flow for downward
flow can be categorized into two categories, that is; the falling
film flow and the annular drop flow. As expected, in the flow
visualization, the identification of the boundary between the
churn-turbulent and annular flow regime was quite difficult simply
due to the unclear images in the transition condition. In the
present study, the flow was categorized as an annular flow when
the images of continuous ripples due to the wavy liquid film were
observed.

Impedance Void Meter With Neural Network Classification
Technique. An impedance void meter is capable of acquiring the
area-averaged signals that represent the structural characteristics
of the flow. Hence, various statistical moments of the impedance
signal would reflect the characteristics of the flow regimes@5#.
The mean, standard deviation, and skewness derived from the
impedance signals were adopted to train the neural network in this
investigation. These statistical parameters are defined as follows:

Mean: x̄5
1

n (
i 51

n

xi (1)

Standard Deviation: s5A 1

n~n21! Fn(
i 51

n

xi
22S (

i 51

n

xi D 2G
(2)

Skewness: g5
n

~n21!~n22! (i 51

n S xi2 x̄

s D 3

(3)

These three statistical parameters derived from the impedance sig-
nals were set into the self-organizing neural network as an input
matrix. In processing the signal, the MATLAB was employed.
The neural network was trained by these input parameters and
classified them into four categories. The classification categories
adopted in this investigation were four flow regimes; namely, bub-
bly, slug, churn-turbulent, and annular flow regimes. The selection
of training samples based on subjective judgment may hamper the
reliability of present approach. Therefore, particular attention was
paid in choosing sample images, such that the selected training
sample obviously belongs to one flow regime. In general, the
samples from 50 flow conditions were used in training process,
and approximately 5,000 iterations were allowed in training the
network. The resulting flow regime map for both flows in 25.4 and
50.8 mm ID pipes are shown in Fig. 3. Unlike the upward two-
phase flow, it was found that the flow regime transition in co-
current downward two-phase flow strongly depends on the flow
channel size.

3.2 Data Analysis. To study the details of the interfacial
structures, 15 flow conditions were chosen in the bubbly flow
regime for 25.4 mm ID loop and 10 flow conditions in the bubbly

Fig. 3 Flow regime transition boundaries for co-current downward two-phase flow in 25.4 mm ID and 50.8 mm ID pipes
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flow regime for 50.8 mm ID loop. These flow conditions are
shown in Table 1. The local two-phase flow parameters are ac-
quired by the state-of-the-art four-sensor conductivity probe@6#.
The signal obtained from the probe is fed to a signal processing
program, which calculates the local parameters from the raw data.
These local parameters include void fraction~a!, interfacial area
concentration (ai), and bubble velocity (ng). These parameters
are measured at three axial locations in each loop. In 25.4 mm ID
loop, the local parameters are measured atz/D513, 68 and 133,
while in 50.8 mm ID loop, these are measured atz/D57, 34 and

67. At each axial measurement location, the probe is traversed in
the radial direction to take measurements at differentr /R loca-
tions, (r /R50,0.2,0.4,0.5,0.6,0.7,0.8,0.9) wherer is the radial
distance from the center of the pipe andR is the inner radius of the
pipe. The spacing between the measurement points is chosen such
that it is coarser near the center of the pipe and finer near the wall
of the pipe, considering the fact that the variation of the local
two-phase flow parameters is higher near the pipe wall. The area-
averaged parameters are calculated from the local parameters, by
integrating them over the pipe cross-section, assuming radial sym-
metry. To have the statistical error within67% of the measured
values, at each location, the data acquisition time is adjusted so
that at least 2,000 bubbles are encountered by the probe tip@7#. To
assess the accuracy of the probe measurement, the area averaged
value of the product of locala andng , ~i.e., ^ang&) is compared
with ^ j g&, obtained from gas flow meter and local pressure mea-
surements. It was observed that the two values agree well within
610% for most of the flow conditions.

Local Two-phase Flow Parameters.The characteristic results
from local parameter measurements are presented in this subsec-
tion. The local profiles of the two-phase flow parameters at differ-
ent axial locations reveal the bubble interaction mechanisms. To
highlight the transport characteristics, the results from runs 2, 8
and 14 in 2.54 ID loop and runs 5 and 8 from 50.8 mm ID loop
are presented. Figures 4 and 5 show the profiles ofa, ai , andng
for run 2 in 25.4 mm ID loop and for run 5 in 50.8 mm ID loop,
respectively. Figures 6 and 7 show thea andai profiles for run 8
in 25.4 mm ID loop and for run 8 in 50.8 mm ID loop, respec-
tively. Figure 8 shows those for the group 1 and group 2 bubbles
in run 14.

Table 1 Flow conditions for local measurement

Run
No.

Flow Conditions for 25.4
cm ID loop

Flow Conditions for
50.8 cm ID loop

j g @m/s# j f @m/s# j g @m/s# j f @m/s#

1 0.015 1.250 0.004 0.620
2 0.087 1.250 0.004 1.250
3 0.085 2.120 0.028 1.250
4 0.086 3.110 0.023 2.490
5 0.404 3.110 0.040 0.620
6 0.243 1.250 0.048 1.260
7 0.317 2.120 0.071 2.490
8 0.068 4.000 0.078 3.480
9 0.068 5.070 0.158 3.470
10 0.253 3.970 0.078 1.250
11 0.248 4.980 – –
12 0.595 4.030 – –
13 0.570 4.960 – –
14 1.974 3.990 – –
15 1.977 4.970 – –

Fig. 4 Local parameter profiles for run 2 in 25.4 mm ID loop. „a… void fraction, „b… interfacial area concentration, „c… bubble
velocity, „d… bubble velocity and estimated liquid velocity at port 3.
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In most of the bubbly flow conditions, the void fraction profile
shows peak in the center of the pipe. This can be explained on the
basis of the direction of the lift force acting on the bubbles. In the
downward flow, the lift force on the bubbles acts towards the
center of the channel. Since the lift force is proportional to the
product of the radial gradient of the axial velocity of the continu-
ous phase and the relative velocity, the direction of the lift force is

opposite for upward and downward flow. Hence, the bubbles tend
to agglomerate in the center of the channel causing increase in the
void fraction in the center. This observation is opposite to that in
the upward flow, where wall peak is commonly observed. It is
worthwhile to note that in the downward flow, the bubbles move
slower than the liquid due to the gravity force acting in the direc-
tion opposite to the direction of the flow. Figures 4 and 6 showa

Fig. 5 Local parameter profiles for run 5 in 50.8 mm ID loop. „a… void fraction, „b… interfacial area concentration, „c… bubble
velocity, „d… bubble velocity and estimated liquid velocity at port 3.

Fig. 6 Radial profiles of „a… void fraction and „b… interfacial area concentration for run 8 in 25.4 mm ID loop
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profiles of runs 2 and 8 in the 25.4 mm ID test section respec-
tively. They have similar superficial gas velocity (j g50.087 m/s
and 0.068 m/s, respectively! but different superficial liquid veloc-
ity ( j f51.25 m/s and 4.00 m/s, respectively!. It is interesting to
note that, while run 2 shows nearly uniform profile near the cen-
tral region, the run 8 shows a strong center peak. It can be specu-

lated that the effect of the lift force is higher in the flow condition
with higher superficial liquid velocity due to larger axial velocity
gradient in the radial direction. The effect of velocity gradient can
also be observed by comparing the void profiles in different di-
ameter test sections. In general it was observed that the void pro-
files are flatter in the central region of 50.8 mm ID loop than that

Fig. 7 Radial profiles of „a… void fraction and „b… interfacial area concentration for run 8 in 50.8 mm ID test section

Fig. 8 Local parameter profiles for run 14 in 25.4 mm ID loop. „a… group 1 bubble void fraction, „b… group 2 bubble void fraction,
„c… group 1 bubble interfacial area concentration, „d… group 2 bubble interfacial area concentration.
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of 25.4 mm ID loop. However, it is interesting to note that in some
flow conditions, the void profiles showed off center peak~e.g: at
z/D513 of run 2 in 25.4 mm ID test section and atz/D57 of run
8 in 50.8 mm ID test section!. This off-center peak distribution of
the void fraction is also reported by Wang et al.@8# and Kashinsky
and Randin@9#. This phenomenon of the off-center peak void
distribution needs further investigation.

The interfacial area concentration is proportional to the void
fraction and inversely proportional to the bubble Sauter mean di-
ameter. In most of the flow conditions, the radial distribution of
the group 1 bubble Sauter mean diameter was uniform. Hence, the
radial profiles of void fraction and the interfacial area concentra-
tion are quite similar. As the group 2 bubbles form, the Sauter
mean diameter increases and has broad peak at the center. The
increase in the Sauter mean diameter tends to reduce the interfa-
cial area concentration in the center. Such flow conditions show
dissimilarity in thea andai profiles. This is evident from Fig. 8,
which shows thea and ai profiles for run 14, which is in the
transition region between the bubbly and the slug flow. The
bubbles were classified based on their chord lengths into group 1
~,10 mm! and group 2~.10 mm!. This classification was based
on the difference in the bubble interaction mechanisms for the two
groups of the bubbles. The difference in the distribution of the two
groups of the bubbles is also evident from Fig. 8.

The radial profiles of group 1 bubble velocities are shown in
Figs. 4~c! and ~d! and Figs. 5~c! and ~d! for runs 2 and 5 in 25.4
mm ID and 50.8 mm ID loops respectively. The bubble velocity
profiles are compared with the estimated liquid velocity profiles at
z/D5133. The liquid velocity is estimated with the correlation
given by @10#:

uf~r !5uf ,maxS 12
r

RD 1/n

uf ,max5
~n11!~2n11!

2n2

^ j f&
12^a&

n52.95 Ref
0.0805, Ref5

2r f^ j f&R

m f
(4)

whereuf is the local liquid velocity,R and r are the radii of the
test section and the radial coordinate~originating from the pipe
centerline!, respectively;r f and m f are the density and dynamic
viscosity of the liquid phase; and̂a& is the area-averaged void
fraction.

In most of the flow conditions, the bubble velocity profiles are
nearly uniform across the flow cross-section or close to the power-
law profile. The velocity profiles are similar at different axial lo-
cations for most of the flow conditions. However, the velocity
profile in run 5 in 50.8 mm ID test section is peaked off-centered.
That is bubbles in the central region move slower than those in the
surrounding area. This can be explained based on the center peak
distribution of the void and the fact that in downward flow, the
bubbles tend to move slower than the liquid. Hence, in the flow
conditions with low liquid velocities, the liquid velocity in the
central part of the channel is lower than that in the surrounding
area, which is also reflected in the bubble velocity profiles. Some
velocity profiles show higher bubble velocities in the vicinity of
the wall. This can be attributed to the measurement error due to
insufficient number of bubble samples collected by the probe near
the wall.

The comparison of bubble velocity with estimated liquid veloc-
ity clearly shows that the bubbles in downward flow move slower
than the liquid. The gravity force acts on the bubbles in the up-
ward direction, i.e., opposite to the flow direction. Hence, the
bubbles move slower than the surrounding liquid. The drag force
by the surrounding downward flowing liquid acts in the down-
ward direction. The balance between the two forces determine the
terminal velocity of the bubbles.

Interfacial Area Transport. Interfacial area transport model is
a dynamic approach for predicting the interfacial area concentra-
tion in two phase flow systems, as opposed to the static, algebraic
models based on the flow regimes maps. The foundations of the
interfacial area transport equation were first established by Koca-
mustafaogullari and Ishii@11#. The interfacial area transport equa-
tion dynamically predicts the interfacial area concentration along
a flow field from given boundary conditions. In order to complete
the interfacial area transport model, constitutive relations for the
source and sink terms appearing in the right hand side of the
interfacial area transport equation have to be developed. This is
achieved by mechanistically modeling the bubble interaction
mechanisms for a given two-phase flow. Recently, interfacial area
transport equation for adiabatic air-water two-phase flow was de-
veloped for various channel geometries@12–14#. In view of de-
veloping the interfacial area transport equation for downward two-
phase flow, and of providing an experimental database to evaluate
the interfacial area transport model, the present study was carried
out.

Figures 9, 10 and 11 show the axial development of the inter-
facial area concentration for the bubbly flow conditions. In gen-
eral, it was found that the area averaged void fraction tends to
decrease in the downstream direction for flow conditions with low
superficial liquid velocity (j f,2.5 m/s), while it increases for the
flow conditions with higher superficial liquid velocities.

Considering air as an ideal gas, void fraction and pressure are
inversely proportional to each other. The pressure gradient is the
sum of the hydrostatic pressure gradient and the frictional pres-
sure gradient. In downward flow, the hydrostatic pressure tends to
increase in the downstream direction while the frictional pressure
drop tends to decrease the pressure in the downstream direction.
Hence, for low liquid flow rate conditions, the pressure increases
at higher z/D locations causing the void fraction to decrease,
while the opposite is observed in the case of flow conditions with
high liquid flow rates. Interfacial area concentration is propor-
tional to the void fraction. Hence in most of the bubbly flow
conditions, the axial development of the interfacial area concen-
tration is similar to that in the void fraction.

However, bubble coalescence mechanisms tend to decrease the
interfacial area concentration, while bubble breakup mechanisms
tend to increase the interfacial area concentration. The runs 1, 2,
and 6 in 25.4 mm ID loop have same superficial liquid velocity
( j f51.25 m/s) but different superficial gas velocities. (j g
50.15 m/s, 0.087 m/s, 0.243 m/s respectively.!. The void fraction
in these flow conditions is progressively higher. It can be observed
from the Figure 9 that decrease in the interfacial area concentra-
tion is higher in run 6 as compared to runs 1 and 2. This is due to

Fig. 9 Axial development of area averaged ai for runs 1, 2, 3, 4
and 6 in 25.4 mm ID loop.
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the increase in bubble coalescence mechanisms. The effect of the
increasing superficial liquid velocity is also evident from Fig. 9.
The runs 2, 3, and 4 have similar superficial gas velocities (j g
50.087 m/s, 0.085 m/s, and 0.086 m/s respectively!, while differ-
ent superficial liquid velocities. (j f51.25 m/s,2.12 m/s,3.11 m/s)
It can be observed that the interfacial area concentration decreases
for the run 2 and 3 while increases for the run 4. This can be
attributed to the break-up of bubbles due to increased turbulence
intensity with increased liquid velocity. The runs 8, 9, 11, 12, 17,
and 18 in 25.4 mm ID loop, which have high liquid velocity also

show significant increase in the interfacial area concentration.
Similar trends are also observed in the 50.8 mm ID loop.

The runs 7 and 14 in 25.4 mm ID test section are near the
bubbly to slug transition boundary. Figures 11 and 12 show the
axial development of the void fraction and the interfacial area
concentration for group 1 and group 2 bubbles in these flow con-
ditions. In run 7, the void fraction of group 1 bubbles decreases
while that of group 2 bubbles increase in the downstream direc-
tion. This suggests that the group 2 bubbles are formed by the
coalescence of group 1 bubbles. However, run 14 show the oppo-

Fig. 10 Axial development of area averaged ai

Fig. 11 Axial development of local parameters for run 7 in 25.4 mm ID loop

Fig. 12 Axial development of local parameters for run 14 in 25.4 mm ID loop
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site trend. In this flow condition, the group 2 bubble void fraction
decreases in downstream direction, while that of group 1 bubble
increases. The area averaged interfacial area concentration profiles
also show similar trends. This shows that there exist break-up
mechanisms to form small bubbles. Run 14 has higher superficial
liquid velocities (j f53.99 m/s) as compared to that in run 7 (j f
52.12 m/s). Hence there is increased turbulence intensity in these
flow conditions, which leads to increase in bubble disintegration.

Drift Flux Model Analysis. The two-phase flow analysis using
the drift flux model by Zuber and Findlay@15# is presented in this
paper. They presented the drift flux model, which has been widely
accepted for predicting the two-phase flow behavior in a vertical
tube. The model takes into account the effect of a nonuniform
flow and a concentration distribution between the phases. The
drift flux model is formulated by

^ j g&

^a&
5 ^̂ ng&&5C0^ j &1 ^̂ Vg j&& (5)

whereC0 is the distribution parameter andVg j is the drift veloc-
ity. The distribution parameter,C0 , generally depends upon the
pressure, flow regime and flow path geometry, and is defined as

C0[
^a j &

^a&^ j &
(6)

The drift velocity,Vg j , is defined as the gas velocity relative to
the superficial velocity of the two-phase mixture, which is given
as

Vg j5ng2 j 5~12a!n r (7)

wheren r is the relative velocity between the phases.
Hirao et al. @16# and Kawanishi et al.@17# studied a steam-

water downward two-phase flow for 19.7 mm ID and 102.3 mm
ID round tubes, and proposed correlations based upon their ex-
perimental results as well as the previous data. The drift velocity
for downward flow was given the same as that for churn-turbulent
bubbly flow, given by Ishii@18# as,

^̂ Vg j&&5&S sg~r f2rg!

r f
2 D 0.25

(8)

In their studies, the distribution parameter was empirically deter-
mined with respect to the superficial velocity of the two-phase
mixture, ^j&, as

C050.910.1Arg

r f
; 22.5 m/s<^ j &,0 m/s (9)

C050.910.1Arg

r f
20.3S 12Arg

r f
D ~2.51^ j &!;

23.5 m/s<^ j &,22.5 m/s (10)

C01.220.2Arg

r f
; ^ j &,23.5 m/s (11)

However, there is one shortcoming in the correlation for
23.5 m/s<^ j &,22.5 m/s. The distribution parameter, which is
originally defined by Eq.~6!, must be a nondimensional number;
notwithstanding, they determined the formula in a dimensional
form, as shown in Eq.~10!. This formula was, therefore, nondi-
mensionalized by employing the drift velocity,^̂ Vg j&&, given in
Eq. 8, in the present study. Hirao et al.@16# developed these cor-
relations for the distribution parameter based upon the constant
drift velocity, and this constant drift velocity contributes the dis-
tribution parameter quantity as an anchor. In other words, the
distribution parameter was solely determined by the constant drift
velocity to fit the experimental data. Thus, the correlation might

also reflect the effect of the drift velocity. Furthermore, the thresh-
olds, which were also determined with respect toj, were nondi-
mensionalized by applying the constant^̂ Vg j&&.

An impedance void meter is capable of measuring the area-
averaged void fraction,̂a&, thus the experimental results were
plotted on^j& vs. ^ j g&/^a& plane. Thê j& and^ j g& were measured
by a magnetic flow meter and a rotameter, and^a& was acquired
by an impedance void meter. Figure 13 shows all the experimental
results obtained by an impedance void meter from both the 25.4
mm ID and 50.8 mm ID loops with the correlation proposed by
Hirao et al.@16#. It shows reasonably good agreement in general;
although theC0 value for the higher flow rate region is slightly
overestimated. This overshoot inC0 may stem from the fact that
Hirao et al.@16# empirically developed the correlations with the
data up tô j &5210 m/s, and the data in higher flow rate such as
220 or 230 m/s was not available. The present experimental
result showed that the distribution parameter,C0 , tends to de-
crease as the flow rate increases on the higher flow rate region,
such aŝ j &,210 m/s. In view of this, Goda@19# made further
modification on the correlations for the distribution parameter.
First, C0 was classified into three regions, such as low, high and
intermediate flow rate. Second, some of the coefficients in the
formulas and the thresholds with respect to the non-
dimensionalized superficial mixture velocity,^ j * & were modified
based on the present database. The resulting correlations are:

C050.910.1Arg

r f
; 213< j * ,0 (12)

C050.910.1Arg

r f
2S 12Arg

r f
D ~0.4510.035̂ j * &!;

222< j * ,213 (13)

C051.2620.26Arg

r f
20.26S 12Arg

r f
D S 12expF j *

100G D ;

j * ,222 (14)

Where j * is defined by

j * [
^ j &

^̂ ng j&&
(15)

Fig. 13 Š j ‹ vs. Š j g‹ÕŠa‹ plot from data with correlations by
Hirao et al. †15‡
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These modified correlations are plotted with the present experi-
mental results, and shown in Figs. 14~a! and ~b!, for both the
entire flow rates and lower flow rates, respectively.

4 Summary
The present research performed detailed experimental studies in

the vertical co-current air-water downward two-phase flow. A less
subjective and more scientific method is employed in the flow
regime identification study by employing an impedance void
meter coupled with the self-organized neural network. In the ex-
periment, detailed local two-phase flow parameters were acquired
by the state-of-the-art conductivity probe, which included local
time-averaged void fraction, interfacial area concentration, bubble
velocity and bubble Sauter mean diameter. The area-averaged data
acquired by the impedance void meter were analyzed by the drift
flux model. Three different distributions parameters were devel-
oped for the different ranges of non-dimensional superficial veloc-
ity, defined by the ratio of total superficial velocity to the drift
velocity. The new correlations can be applied to a co-current
downward two-phase flow in a wide range of flow regime span-
ning from bubbly to annular flow. In summary, following obser-
vations were made:

1. Unlike the vertical upward two-phase flow, the flow regime
boundaries highly depend on the pipe size~or flow area! in the
co-current vertical downward two-phase flow;

2. Interfacial structures in the co-current vertical downward
two-phase flow are quite different from that in the upward vertical
two-phase flow. In bubbly flow, in particular, the bubbles migrate
toward the center of the pipe;

3. In the slug flow regime, the gas slug was highly distorted
and its nose was always off-centered toward the wall of the test
section, forming a wedge shape.

4. The bubble velocity was smaller than the liquid velocity.
5. Due to the ‘‘bubble coring’’ and slower bubble velocity in

the downward bubbly flow, the maximum liquid velocity was not
necessary in the center of the pipe

6. In downward bubbly flow, flow visualization and the ac-
quired data suggested that the major bubble interaction mecha-
nisms leading to bubble coalescence or disintegration were similar
to those in the vertical upward two-phase flow in bubbly flow;
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Nomenclature
Latin Symbol

ai 5 interfacial area concentration
D 5 pipe diameter

Dsm 5 Sauter mean diameter
f 5 frequency

Gm 5 measured impedance
G* 5 non-dimensionalized impedance

j 5 mixture volumetric flux
j f 5 superficial liquid velocity
j g 5 superficial gas velocity
r 5 radial distance

v f 5 liquid velocity
vg 5 gas velocity

Greek Symbol

a 5 void fraction
s 5 standard deviation
g 5 skewness

Operators

^•& 5 Area averaging operator
^^•&& 5 Void weighted area averaging operator
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Local Liquid Velocity in Vertical
Air-Water Downward Flow
This paper presents an experimental study of local liquid velocity measurement in down-
ward air-water bubbly and slug flows in a 50.8 mm inner-diameter round pipe. The axial
liquid velocity and its fluctuations were measured by a laser Doppler anemometry (LDA)
system. It was found that the maximum liquid velocity in a downward two-phase flow
could occur off the pipe centerline at relatively low liquid flow rates and this observation
is consistent with other researchers’ results. The comparisons between the liquid flow
rates measured by a magnetic flow meter and those obtained from the local LDA and
multi-sensor conductivity probe measurements showed good agreement. In addition,
based on the local measurements the distribution parameter and the drift velocity in the
drift-flux model were obtained for the current downward flow tests.
@DOI: 10.1115/1.1777235#

Introduction
The phase distribution and turbulence structure in gas-liquid

two-phase flows are closely related to each other. Experimentally,
the local phase distribution can be measured by optical probe,
conductivity probe, advanced imaging technique, and thermal an-
emometry, such as hot film probe; while the local velocity and
turbulence structure of the liquid phase can be obtained by laser
Doppler anemometry~LDA !, hot film probe, and particle image
velocimetry. In literature, considerable amount of research have
been carried out to investigate the local liquid velocity distribution
in two–phase flows@1–10#. Most of the previous investigations
focused on co-current upward flow in vertical ducts. Only very
limited research has been conducted for downward flow, which
can be important in many industrial applications, such as chemical
reactors and in particular, nuclear reactors under accidental con-
ditions. A good understanding for the downward two-phase flow is
needed for efficient performance and safe operation of various
chemical and nuclear power reactors.

Oshinovo and Charles@11# are among the early researchers who
studied downward two-phase flows. They performed experiments
for downward and upward gas-liquid flows in a 25.4 mm inner-
diameter~ID! vertical tube coil containing two risers and a down-
comer, which were all connected by ‘‘U’’ bends. They found that
the liquid holdup in downward flow was always less than that in
upward flow, which indicated that the gas velocity in downward
gas-liquid flows is smaller. Later, detailed experimental studies
were carried out by Clark and Flemmer@12,13# in 50 and 100 mm
ID pipes for downward bubbly flows. Their primary interest fo-
cused on the averaged bubble velocity.

Wang et al.@14# and quite recently, Kashinsky and Randin@15#
carried out extensive experiments for the local liquid velocity pro-
files as well as the turbulence structure in bubbly downward flow.
They found that the maximum liquid velocity could occur off the
pipe centerline, which is quite different from the upward two-

phase flows. Despite the above mentioned investigations in down-
ward flows, compared to the numerous studies performed in ver-
tical upward and horizontal two-phase flows, however, data of the
liquid velocity distribution and turbulence structure in downward
flows is still quite limited, in particular in the flow conditions with
high liquid flow rates. Furthermore, no detailed information of the
local relative velocity between the gas and liquid phases has been
revealed for the downward flow.

In the present experimental study, local measurements were
performed for a vertical co-current air-water downward flow in a
50.8 mmID round pipe with relatively low void fraction. An LDA
system was used to measure the local axial~1-D! velocity and the
turbulence of the liquid phase. To enhance the data rate, Titanium
dioxide particles with a mean diameter of 2 micron were used as
seeding particles. In addition to the local liquid velocity and tur-
bulence, the local time-averaged void fraction and bubble velocity
were obtained by miniaturized four-sensor conductivity probes in
the previous experiments performed by Goda@16#, as well as in
the current experiments for additional test runs.

Based on the local LDA and conductivity probe measurements,
the liquid superficial velocity can be calculated by the area inte-
gration of the local liquid velocity and the void fraction measure-
ments, such as:*Auf(12a)dA/A. The comparisons between this
value and the one obtained from an inlet magnetic flow meter
showed quite good agreements. In addition, the distribution pa-
rameter,Co , and the drift velocity,̂^Vgj&&, in the drift flux model
@17# were also calculated based on their definitions. It should be
mentioned that the current paper is based on a manuscript pre-
sented in ASME/JSME 2003 Joint Fluids Engineering Division
Summer Meeting@18# and a previously published paper@19#.

Experiments

Experimental Loop. Figure 1 shows a schematic of the
present vertical co-current downward air-water two-phase loop.
Air was supplied via external compressors with a constant back-
pressure of 900 KPa. To generate bubbles of nearly uniform size
at the inlet of the test section, one sparger unit with a mean pore
size of 10 micron was used in the bubble injector. The water was
first demineralized, and then a small amount of Morpholine was
added to increase the electrical conductance. The test section was
a vertical 50.8 mmID acrylic round pipe with an overall length of
3.81 m. Three probe-mount ports for conductivity probes were
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installed in the test section at axial locations ofz/D57, 34, and
67, respectively@16#. Note that thez-coordinate originated from
the inlet of the test section and pointed to the downward direction.

The liquid flow rate was measured by a 50 mmID magnetic
flow meter, which had an accuracy of61% of the full-scale read-

ing. This resulted in a maximum of61.5% uncertainty for the
liquid flow rate measurement. The air flow rate was measured by
several rotameters with an accuracy of64% of the full-scale
reading. The backpressure of the inlet gas and the local pressure at
the exit of the test section were measured by pressure gauges with
an accuracy of63% of the full-scale reading; while the differen-
tial pressure~DP! along the test section was measured by a DP
transducer with61% of span uncertainty.

It is well known that LDA applications in high void fraction
two-phase flows can lead to large measurement uncertainty. Due
to strong scattering of the beams by bubble surfaces, the intensity
of the laser beams decreases significantly along their paths in the
mixture at high void fraction, in which large bubbles may appear.
The flow visualization showed that cap bubbles were observed at
relatively low void fraction (,10%) in the present downward
flow facility. Therefore, the current experiments were performed
in the flow conditions in which the area-averaged void fraction
was less than 10%, so as to reduce the measurement uncertainty.
Table 1 shows the current experimental flow conditions in detail.
In the table, the test runs with ‘‘L’’ and ‘‘T’’ in the run numbers are
single-phase water flows and two-phase air-water flows, respec-
tively. The local air superficial velocity was obtained through the
rotameters by considering the local pressure. These flow condi-
tions are also depicted in a flow regime map, which was devel-
oped in the current downward flow loop@16#, as shown in Fig. 2.
From the figure, it can be seen that some flow conditions are in
either bubbly-slug flow transition region or slug flow.

LDA Setup. An integrated LDA system from TSI was used in
the present experiment to measure the axial liquid velocity. The
argon-ion laser of the system has a maximum power of 100 mW.
Back-scattering is the available mode to receive scattered light.

The LDA measurement was performed at an axial location of
z/D552.5. The increment of the radial movement of the measure-
ment volume in the fluids was set as 2.5 mm in the regions of
r /R,0.7 and then 1.25 mm in the region near the wall. HereR
and r are the radius of the test section and the radial coordinate
~originating from the pipe centerline!, respectively. It should be
noted that due to the difference of the refractive index between the
air and water, the actual movement of the measurement volume in
water is about 1.33 times of the probe traversing distance~in air!
@20#. The photomultiplier tube~PMT! voltage of the LDA system
was set as 1,095 to 1,132; while 2,000 to 150,000 data points were
collected at each measurement location depending on the flow

Fig. 1 Schematic of the experimental loop.

Table 1 Measurement conditions and results.

Run
No.

^ j f&
@m/s#

^ j g&
1

@m/s#
^a&2

@%#

LDA at z/D552.5 Drift-flux Model

^̂ uf&&
@m/s#

^uf(12a)&
@m/s#

Percentage
difference

@%# Co @16# Co

^̂ Vgj&&
@m/s#

L1 0.630 – – 0.650 3.15
L2 1.263 – – 1.298 2.71
L3 2.532 – – 2.559 1.08
L4 1.015 – – 1.049 3.40
L5 3.510 – – 3.526 0.47
T1 0.621 0.004 0.57 0.658 0.654 5.32 1.139 1.077 20.14
T2 1.248 0.004 0.24 1.301 1.298 4.01 1.139 1.076 20.16
T3 1.254 0.031 1.86 1.331 1.306 4.21 1.149 1.080 20.23
T4 2.489 0.030 0.74 2.603 2.583 3.79 1.188 1.107 20.05
T5 0.620 0.049 7.10 0.706 0.656 5.82 1.146 1.026 20.14
T6 1.247 0.084 6.50 1.390 1.300 4.26 1.144 1.062 20.17
T7 2.487 0.082 2.44 2.618 2.554 2.71 1.182 1.108 20.04
T8 2.496 0.152 5.08 2.701 2.564 2.71 1.162 1.089 20.02
T9 1.251 0.052 4.52 1.337 1.277 2.06 1.074 20.25
T10 2.502 0.193 8.21 2.691 2.470 21.30 1.069 20.08
T11 3.463 0.081 2.29 3.586 3.504 1.16 1.085 20.27
T12 3.468 0.162 4.88 3.681 3.501 0.96 1.077 20.11
T13 3.463 0.321 8.47 3.878 3.549 2.48 1.088 20.06

1^ j g& values are given atz/D552.5.
2^a& values are linearly interpolated from the local conductivity measurements atz/D534 and 67.
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conditions. A maximum of 5-minute data was acquired at each
measurement location. Through the TSI software, the velocity
information was directly obtained and saved for further data
reduction.

To examine the accuracy of the mean axial liquid velocity mea-
surements, the area-averaged liquid superficial velocity was cal-
culated as

^~12a!uf&5
1

A E
A
@12a~r !#uf~r !dA, (1)

whereA is the cross-sectional area of the pipe;uf anda are the
measured liquid velocity and the void fraction by conductivity
probes. This area-averaged value was then compared to the corre-
sponding inlet liquid volumetric flux given by the flow meter as

^ j f&5
Qf

A
, (2)

whereQf is the liquid flow rate measured by the magnetic flow
meter. It should be noted that similar comparisons were made to
benchmark the measurement accuracy of the void fraction and
bubble velocity@16#. The void fraction measurements by the con-
ductivity probe were benchmarked against impedance void
meters. The differences between the two instruments were within
610%.

Measurement Approach
The LDA has been a well-established and extensively used in-

strument for local velocity measurements in transparent single-
phase flow because of its high accuracy, good spatial resolution,
and nonintrusive features. In general, small seeding particles
~around the order of microns! serve as the scattering centers for
the laser beams and are assumed to follow the main flow. How-
ever, its application in gas-liquid two-phase flow becomes com-
plicated because large particles, such as bubbles, also scatter or
reflect laser light; and the burst signals generated by these scat-
tered lights may also be interpreted as effective velocity informa-
tion by the LDA system under certain criteria. Therefore, to obtain
the liquid velocity, it has been considered important to distinguish
the liquid signals from the interface signals.

In the past, considerable efforts have been made to distinguish
the signals in the continuous liquid phase from those in the
bubble-liquid interfaces by many researchers@3–6,20–28#. Sev-
eral signal discrimination and data reduction approaches have

been developed. However, it was found that those approaches
were not practically applicable in the current experiments due to
the nature of the integrated LDA system and the relatively high
flow rates@18,19#.

Velidandla et al.@26# applied a back-scattering LDA system in
bubbly flow and found that the bursts of the seeding particles
could be separated well from those of the bubbles by using dif-
ferent frequency shift and PMT voltage values. No further data
reduction was needed to obtain the liquid velocity. In the current
experiment, a similar approach was adopted due to the available
instrument. To ensure that the current LDA setup has negligible
contribution from the bubble interfaces to all effective burst sig-
nals, the following procedures were applied@18#:

1. The current experiment was performed in relatively low
void fraction conditions. The maximum area-averaged void frac-
tion in all the flow conditions was about 8.5%, as shown in Table
1.

2. Titanium dioxide particles with a mean diameter of 2 micron
were used as seeding particles. In the current flow conditions, the
ratio of the seeding particle number concentration to the bubble
number density is on the order of 100.

3. A high voltage value was applied to the PMT of the LDA
system, usually around 1,100 V. In general, the intensity of the
laser light scattered by the bubbles is higher than that scattered by
the small seeding particles. Therefore, a relatively low PMT volt-
age will lead to the situation that the majority of the effective
burst signals are from the bubble interfaces other than the seeding
particles. However, a high PMT voltage will reverse the above
result at low void fractions with the presence of enough seeding
particles.

4. The maximum power of the laser beams was used during the
experiments, which increased the beam intensity scattered by the
seeding particles.

By following the above procedures, Sun et al.@18# were able to
obtain the information of the liquid velocity and its fluctuations
without any further discrimination process. The mean liquid ve-
locity, uf , and its mean fluctuation,uft , were directly obtained
from the output of the LDA system as:

uf5
1

N (
i51

N

uf, i and uft5Auf8
25A1

N (
i51

N

uf, i
2 2uf

2, (3)

where uf, i is the i th velocity value acquired by the LDA. By
applying this approach, the present results showed that the differ-
ence between the area-averaged liquid volumetric flux,^(1
2a)uf&, and the inlet^ j f& measurement was within66%, as
shown in Table 1. The detailed discussions of the measurement
results are presented in the following section.

Experimental Results
In the current experiments, repeatability of the experimental

results was carefully examined in both single-phase and two-
phase flow conditions. Repeated runs were carried out for Runs
L1, T1, and T10. In addition to perform complete repeated runs,
regular check was randomly made when acquiring data. In all
these cases, the differences were within62.6%, which ensures
good repeatability in the current experimental setup.

A benchmark experiment in single-phase liquid flow was first
carried out to examine the performance of the LDA system. Good
agreement between the area-averaged liquid velocity and volu-
metric flux ^ j f& was obtained, within 4% difference, as shown in
Table 1. Also, the axial velocity fluctuations showed satisfactory
agreement with the experimental data acquired by Laufer@29#, as
shown in@18,19#.

In the two-phase flow experiments, conductivity probes were
first used to measure the void fraction and the bubble velocity.
The measurement principle of the conductivity probe is based on
the difference of the electric conductance between the water and

Fig. 2 Flow conditions on a flow regime map for the two-
phase flow experiment.
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gas phases. Readers are referred to a paper by Kim et al.@30# for
details on the measurement procedure and signal processing
scheme. Since the local measurements of the conductivity probe
were performed at locations ofz/D534 and 67, the distributions
of the void fraction and bubble velocity at the locations where the
LDA measurements were carried out, i.e.,z/D552.5, were lin-
early interpolated from the local measurements. This interpolation
may introduce additional uncertainty due to the non-linear nature
of the flow structure development, especially when a flow regime
transition is involved in the flow.

Figure 3 presents the void fraction results acquired by Goda
@16# for test Runs 1-8 and obtained in the current experiments for
Runs 9-13. In these flow conditions, Runs T1, T2, T4, T5, and T11
were in bubbly flow while cap bubbles or slug bubbles were cap-
tured by the conductivity probe in other test runs even though the
averaged void fraction was quite low. In general, the void profiles
had a center-peaked distribution except Runs T2 and T10, in
which the void peak appeared at aroundr /R50.6. This center-
peak void distribution is quite different from the vertical upward
flows in which wall-peaked void profiles can be often observed.
This may be related to the bubble lateral lift force.

Figure 4 shows the results of the axial liquid velocity for four
different superficial liquid velocities, namely,^ j f&50.62, 1.25,
2.50, and 3.50 m/s. In general, the presence of the bubbles tended
to flatten the liquid velocity profile, which was also observed by
Wang et al.@14#. For some flows, the maximum liquid velocity
occurred slightly off the pipe centerline, for example,r /R50.2
for Run T1, 0.1 for Run T3, and 0.2 for Run T7. In particular, the
locations of the maximum liquid velocity werer /R50.5 for Run
T6 and 0.8 for Run T5, in which the area-averaged void fraction
were 6.5% and 7.10%, respectively. Wang et al.@14# and Kashin-
sky and Randin@15# had the same observations in their downward
bubbly flow experiments. Wang et al.@14# attributed this phenom-
enon to the bubble ‘‘coring’’ in downflow that retarded the flow in
the core due to buoyancy. Thus, the liquid in the core tended to
divert into the low void fraction region near the wall. However,
the authors have a different viewpoint on this phenomenon. In
downward flow, the wake region of the bubbles is in the same
direction of the main flow and the liquid velocity in the wake
region is smaller than that out of the wake. Also, the void profile
in downflow is generally center-peaked. Therefore, the maximum
liquid velocity will generally occur off the centerline of the pipe
provided that the void fraction is considerably large. Since the
magnitude of the wake depression is approximately constant, this
effect becomes less significant in the conditions with high liquid
flow rates. Moreover, Kashinsky and Randin@15# also showed
that the larger the void fraction, the larger possibility this phenom-
enon would occur. This observation also agreed with the present
experimental results and is consistent with the above explanation
to this phenomenon. In addition to the local velocity profiles, the
holdup-weighted area-averaged liquid velocity,^̂ uf&&, is given in
Table 1. Here,̂^uf&& is defined as:

^̂ uf&&5
^~12a!uf&

12^a&
. (4)

Furthermore, Fig. 5 shows the axial liquid velocity fluctuations
in two-phase downward flow. At low void fraction conditions
(,1%), theaxial turbulent fluctuation was not significantly af-
fected by the addition of the gas phase. However, with the larger
void fraction, the liquid turbulence increased, especially in the
core region, where the liquid was considerably influenced by the
presence of the bubbles. This was, in particular, evident in Runs
T5, T6, T10, and T13. In these flow conditions except T5, cap
bubbles were observed, which may increase the liquid velocity
fluctuations. Furthermore, in general, the axial turbulence was
quite uniform in the radial direction. This may be attributed to the
fact that the bubble-induced turbulence in the core region is much
larger than that near the wall region since the void had a core-

-peaked distribution. Again, this observation agreed with Wang
et al.@14# and Kashinsky and Randin@15#. It is also interesting to
note that the fluctuating liquid velocity started to decrease around
r /R50.8 in Runs T5 and T6.

Fig. 3 The void fraction measured by the conductivity probe
for Š j f‹: a 0.62 m Õs, b 1.25 m Õs, c 2.50 m Õs, and d 3.50 m Õs.
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The addition of the gas phase usually increases the turbulent
intensity in the continuous liquid phase. However, Serizawa et al.
@2#, Tsuji et al. @31#, Michiyoshi and Serizawa@32#, and Wang
et al. @14# observed a reduction of the axial liquid turbulence in
some two-phase flow conditions. No noticeable turbulent reduc-
tion in the current downward flow conditions was observed. This
may be related to the relatively larger bubble size and lower void
fraction in the current experiment. Nevertheless, a broad database
in downward flow is indispensable to investigate this phenomenon
in detail.

In addition to the local profiles of the liquid velocity and fluc-
tuations, the liquid superficial velocity calculated based on the
local LDA and conductivity probe measurements, i.e.,^(1
2a)uf&, was compared to the boundary condition^ j f& based on
the inlet flow meter. Table 1 shows the percentage difference of
the local measurements with the boundary condition. The percent-
age difference is defined by

^~12a!uf&2^ j f&

^ j f&
3100%. (5)

In most of the flow conditions, the local measurements tended to
over-predict the liquid flow rate. This could be due to the over-
predictions of the liquid velocity and/or the under-estimation of
the void fraction. The errors in the LDA measurements can come
from the setup and alignment of the fiberoptic probe and the cali-
bration of the traverse distance. On the other hand, the local con-
ductivity probe generally under-estimates the void fraction due to
its intrusiveness. Nevertheless, the agreements between the local
measurements and the inlet condition were quite remarkable,
within 6%.

Furthermore, in analyzing the uncertainty of the LDA measure-
ment, the error propagation scheme was employed, given by

EA
25~]A/]B!2EB

21~]A/]C!2EC
2 1¯ , (6)

where,EA is the error of quantityA, which is a function ofB, C,
and etc. The magnetic flow meter had an accuracy of61% of the
full-scale reading. In the current experiments, the full-scale read-
ing was adjusted to ensure that the actual reading was around 2/3
of the full scale. Then,̂ j f& may have a maximum uncertainty of
about 1.8% if 1.0% measurement uncertainty is assumed for the
cross-sectional area of the test section. Therefore, the calculated
quantity ^(12a)uf& may have a maximum uncertainty of 7.8%
since the difference between^(12a)uf& and ^ j f& is within 6%.
From Eq. ~6!, the measurement uncertainty of the LDA can be
calculated as about 7.9% for a conservative estimation if the void
fraction is assumed to have a maximum of 10% measurement
uncertainty.

Distribution Parameter and Drift Velocity in the Drift-
Flux Model

The one-dimensional drift-flux model@17# has been widely ap-
plied in the two-phase flow analyses for several decades. This
model considered the effects to the bubble velocity of the phase
distribution and the local relative motion. It can be written as:

^̂ ug&&5Co^ j &1 ^̂ Vgj&&

Co5
^a j &

^a&^ j &
, ^̂ Vgj&&5

^aVgj&

^a&^Vgj&
J , (7)

where,Co and ^̂ Vgj&& are the distribution parameter and the void-
weighted area-averaged drift velocity, whileVgj is the local drift
velocity, defined byVgj5ug2 j . The local superficial velocities
for the liquid and gas phases can be obtained by

j f5~12a!uf , j g5aug , j 5 j f1 j g . (8)

Based on the data of the void fraction and bubble velocity by the
conductivity probe and the LDA measurements,Co and^̂ Vgj&& can

Fig. 4 The mean axial liquid velocity in two-phase flow experiments for Š j f‹: a 0.62 m Õs, b 1.25 m Õs, c 2.50 m Õs, and d 3.50 m Õs.
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be calculated from their definitions for the current 13 two-phase
flow conditions. The results are presented in Table 1. The aver-
agedCo value for this 13 flow conditions was 1.078. Meanwhile,
Goda @16# also estimated theCo values atz/D534 and 67 for
Runs 1-8 by assuming an empirical axial liquid velocity distribu-
tion and^̂ Vgj&& as2&@sg(r f2rg)/r f

2#0.25, which is applicable to
churn-turbulent flow@33#. For the purpose of comparison, Table 1
also shows the values obtained by linearly interpolating Goda’s
results toz/D552.5. It was found that Goda’s values are always
slightly higher than the current ones. Sun et al.@18# attributed this
difference to the fact that the actual axial liquid velocity in the
current downward flows is flatter than that given by the empirical
relation used by Goda.

The void weighted drift velocity was also presented in Table 1
based on its definition in Eq.~7!. In most of the flow conditions,
^̂ Vgj&& varied from20.11 to20.27 m/s, which agreed reasonably
with 2&@sg(r f2rg)/r f

2#0.25(12a)1.75, the correlation of̂^Vgj&&
for bubbly flow @33#. However, for some of the cases,^̂ Vgj&& had
much smaller numerical values. Figure 6 shows the axial liquid
velocity by the LDA, the bubble velocity from the conductivity
probe, and the local relative velocity,ur for two test runs. Here,
the relative velocity has the conventional definition, i.e.,ug2uf .
For Run T9,ur is quite uniform in the radial direction. However,
in Run T4, the bubble velocity close to the wall had an unexpected
increase, which leads to the result that the gas phase locally
moved faster than the liquid phase. It is considered that the re-
sulted small relative velocity value is possibly due to the errone-
ous measurement of the bubble velocity close to the wall region.

Summary and Conclusions
Local measurements for axial liquid velocity and its fluctua-

tions were performed using the LDA for vertical air-water down-

Fig. 5 The liquid turbulence intensity in two-phase flow experiment for Š j f‹: a 0.62 m Õs, b 1.25 m Õs, c 2.50 m Õs, and d 3.50 m Õs.

Fig. 6 Gas and liquid velocity profiles and relative velocity be-
tween the liquid and gas phase in a Run T9 „Š j f‹Ä1.251 and
Š j g‹Ä0.052 mÕs… and b Run T4 „Š j f‹Ä2.489 and Š j g‹

Ä0.030 mÕs….
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ward bubbly and slug flows in a round pipe with a 50.8 mmID.
By applying the special setup of the LDA system, it was found
that no signal discrimination process be required to obtain the
liquid velocity in the present low void fraction conditions.

The benchmark experiments in single-phase liquid flow showed
good agreements between the LDA and the magnetic flow meter.
The void fraction measured by the conductivity probe generally
had a center-peaked profile. The LDA measurement results in the
two-phase bubbly flow demonstrated that the presence of the
bubbles tended to flatten the liquid velocity profile, and the maxi-
mum liquid velocity could occur off the pipe centerline. Further-
more, no noticeable turbulent reduction in the two-phase down-
ward flow was observed in the current flow conditions. The liquid
superficial velocity calculated based on the local LDA and the
conductivity measurements agreed very well with the magnetic
flow meter.

Furthermore, the distribution parameter and the drift velocity in
the drift-flux model were calculated based on their definitions.
The averaged value for the distribution parameter in the present
13 flow conditions was 1.078; and the drift velocity varied from
20.02 to 20.27 m/s. The relative small drift velocity was con-
sidered due to the unreliable local bubble velocity measurement
near the wall region by the conductivity probe.
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Nomenclature

A 5 cross-sectional area of the test section
Co 5 distribution parameter
D 5 inner diameter of the test section
E 5 error in Eq.~6!
g 5 gravitational acceleration
j 5 volumetric flux ~superficial velocity!

N 5 total number of samples
Q 5 volumetric flow rate
R 5 inner radius of the test section
r 5 radial coordinate
u 5 velocity

u8 5 instantaneous axial liquid velocity fluctuation
uft 5 mean axial liquid velocity fluctuation
ur 5 relative velocity

Vgj 5 drift velocity
z 5 axial direction coordinate

Greek

a 5 void fraction
r 5 density
s 5 surface tension

Subscripts

f 5 liquid
g 5 gas

Mathematical symbols

^ & 5 area averaging
^̂ && 5 void-weighted area averaging
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Two-Phase Flow Through Square
and Circular Microchannels—
Effects of Channel Geometry
An adiabatic experiment was conducted to investigate the effect of channel geometry on
gas-liquid two-phase flow characteristics in horizontal microchannels. A water-nitrogen
gas mixture was pumped through a 96mm square microchannel and the resulting flow
pattern, void fraction and frictional pressure drop data were compared with those previ-
ously reported by the authors for a 100mm circular microchannel. The pressure drop data
were best estimated using a separated-flow model and the void fraction increased
non-linearly with volumetric quality, regardless of the channel shape. However, the flow
maps exhibited transition boundaries that were shifted depending on the channel
shape.@DOI: 10.1115/1.1777227#

Introduction
Two-phase flow in microchannels is encountered in miniature

heat exchangers that cool electronics and biotechnology systems.
Advances in electronic packaging and chemical processing have
driven the demand to improve thermal-control systems such as
micro-heat pipes, miniature heat exchangers and micro-scale ther-
mosyphons~Peng and Wang,@1#!. There is now a growing need to
remove high heat fluxes from a small area and maintain the de-
sired temperature uniformly. Using phase change as the main
means to transfer heat, coolant is circulated in rectangular micro-
channels on the silicon wafer of the computer chip requiring cool-
ing. Compared to the heat transfer of single-phase forced convec-
tion, the temperature gradient is lower in flow boiling because of
the phase change phenomena. This fact implies a higher heat
transfer coefficient and a lesser demand on the liquid flow~Stan-
ley et al.,@2#!.

There is no consideration of heat transfer or phase change in
this study of adiabatic flow. With the injection of gas into the
liquid stream, much can be learned from just the morphology or
mechanism of adiabatic two-phase flow in microchannels. Since
heat transfer with phase change is related to the flow structure,
identifying the two-phase flow pattern will ensure that the appro-
priate heat transfer or flow model is applied.

The purpose of this paper is to determine the effect of channel
shape on adiabatic two-phase flow in a microchannel. In particu-
lar, the flow through a microchannel with a square or circular
cross section of similar size is compared. The comparison will be
made based on the flow pattern transitions, void fraction and two-
phase pressure drop. The analysis will start with a detailed study
of the two-phase flow structures by flow visualization, followed

by the development of the two-phase flow pattern map and corre-
lations of the void fraction and frictional pressure drop data.

Microchannels. An inspection of the published literature on
two-phase flow will easily show that the dimensions of a micro-
channel can vary considerably, but has been mainly limited to
about 1 mm. Here, a channel is labeled a microchannel when its
characteristic length is significantly below 1 mm. Strict adherence
to this definition would eliminate most previous studies that used
the term microchannel. Very few publications are available on
studies involving a diameter of 100mm or less. Guided by the
channel size in compact plate-fin evaporators, Kandlikar@3# re-
ferred to channels with a hydraulic diameter between 200mm and
3 mm as minichannels. Based on the size of channels in micro-
electro-mechanical systems~MEMS!, he proposed a range of 10
to 200mm to characterize the hydraulic diameter of a microchan-
nel used for flow boiling.

Channel Geometry. Due to the capillary force, Bi and Zhao
@4# argued that water would always be retained in the corner of the
channel and create the buoyancy force necessary for air bubbles to
rise in stagnant water. They had documented the motion of Taylor
bubbles in triangular and rectangular channels with a hydraulic
diameter as small asDh50.866 mm andDh51.0 mm, respec-
tively. Carey@5# described an alternating sequence of liquid and
gas slugs in a small circular channel. The gas bubble fills the
entire cross section of the tube and yields a dry wall. There is a
complete separation of the gas phase from the liquid phase, in
contrast to that intrinsic to small noncircular channels. Further-
more, Zhao and Bi@6# stated that the flow in the corner of a
triangular channel may stay laminar despite a fully turbulent flow
in the core.

According to Kolb and Cerro@7#, the shape of a gas bubble
inside a square channel depends on the magnitude of the capillary
number,Ca. For a largeCa, the cross section of the bubble is
axisymmetric and circular. For a smallCa, the bubble shape is
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non-axisymmetric. Here, the cross section of the bubble appears
flat alongside the channel walls and displays an arc of constant
curvature in the corners of the square channel. Cox@8# attributed
the non-axisymmetric shape of the bubble in horizontal flow to the
dominating effect of gravity at lowCa. Later, Kolb and Cerro@9#
claimed that the flow in the corners contributes to over 95% of the
total flow. Clearly, the differences between the flows in noncircu-
lar and circular channels can be significant due to the flow at the
corners.

Adiabatic two-phase flow in circular microchannels has been
reported by Kawahara et al.@10# for D5100mm, and Serizawa
et al.@11# for D520, 25, and 100mm. The results obtained in this
study for a square microchannel ofDh596mm will be compared
to those reported previously by Kawahara et al.@10# for a circular
microchannel ofD5100mm.

Experimental Details

Experimental Apparatus and Test Section. A schematic of
the experimental apparatus is shown in Fig. 1. Liquid was forced
through the horizontal microchannel by a pneumatic pump. The
pump consisted of a pressure vessel filled with deionized water
and connected to a gas cylinder of dry nitrogen gas that pushed
the water out. This approach yields a liquid flow that is constant
and pulsation-free. For this setup, all tubing and compression-
fitting connections were made of stainless steel or brass to avoid
any volumetric expansion in the flow loop or leakage under
pressure.

A mixture of nitrogen gas and deionized water was pumped into
a square microchannel placed horizontally. Nitrogen gas is prac-
tically insoluble in water and provided the high pressure source
needed to drive the liquid through the microchannel. The effect of
channel shape was identified through tests in a square channel
with a hydraulic diameter of 96mm. A circular channel with an
inner diameter of 100mm was used earlier for the test section
~Kawahara et al.,@10#!. The actual diameter was determined from
the sample average of images taken with an optical or scanning
electron microscope. Since the microchannel was entirely con-
structed from fused silica by a drawing process, the microchannel
used was transparent and can be regarded as a smooth channel.
Thus, the effect of wall roughness was not explored in this study.
Long channels of highL/D ratio were used to minimize the en-
trance and exit effects. The shape and size of the channels com-
pared are listed in Table 1.

Three pressure transducers covering different ranges (210
60.52 kPa, 3,45068.6 kPa, and 24.960.037 kPa), were con-
nected to a tee junction upstream of the inlet of the microchannel
to measure the pressure drop between the channel inlet and outlet.

The tee junction had an internal diameter of 250mm and was
connected to the two-phase mixer, the test section and the mani-
fold of pressure transducers. The appropriate pressure sensor was
selected by manipulating the plug valves on the manifold. The
liquid was discharged freely from the microchannel, so the pres-
sure was atmospheric and temperature ambient at the outlet. A
type K ~2200 to 1250°C! thermocouple probe provided the fluid
temperature upstream of the microchannel.

The liquid flow rate was measured by collecting the liquid in a
small container discharged over a sufficient period of time and
measuring its weight using an electronic balance (12060.001 g)
or load cell (50.9760.255 g). The gas flow rate was read from
three mass flowmeters~0–1, 0–10 and 0–50 sccm!. A correction
was applied to the mass flow readings because the experimental
conditions were different from those that existed during calibra-
tion. The system was confirmed to be at steady-state by observing
the pressure readings. All analog signals for pressure, temperature
and mass flow rate readings were recorded with a 16-bit data
acquisition system at 100 Hz.

The transparent test section enabled the flow patterns to be
recorded with a video camera against a lighted backdrop. Back-
ground illumination was provided by a cold lamp and gooseneck
light guide placed behind the test section. To observe the structure
of the gas-liquid flow inside the microchannel, a 5X microscope
objective lens was coupled to the video camera as shown before in
Fig. 1. Two monochrome CCD cameras were used depending on
the resolution and frame rate required for a given run. The first
camera had a resolution of 1024(H)31024(V) pixels and oper-
ated at a maximum frame rate of 30 fps and a shutter speed of
1/16,000 s. The second camera offered a resolution of 648(H)
3484(V) pixels and ran at a maximum frame rate of 125 fps and
an exposure period of 66ms.

Experimental Flow Conditions. All experiments on the
square microchannel were conducted at room temperature and at-
mospheric pressure at the discharge of the test section. Sufficient
time was allowed for data collection to ensure that steady state
would be achieved. Also, a longer sampling time was used for the
measurement of the liquid flow rate. The liquid flow rate can be
determined more accurately when the water is weighed over an
extended period of time. Notwithstanding, some runs warranted a
short recording of the data at quasi-steady state due to control
difficulties in keeping the flow conditions constant.

Typical of conditions found in the literature for microchannel
flow, the Bond number is much smaller than unity (0.000310
<Bo<0.000313). Flow fields dominated by inertia and surface
tension are both encountered, as indicated by the range of super-
ficial Weber number for liquid (0.00010<WeLS<25) and gas

Fig. 1 Experimental apparatus and test section
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(0.000019<WeGS<9). The significance of inertia is shown again
by the value of the superficial Reynolds number for liquid (1
<ReLS<438) and gas (1<ReGS<612).

Data Analysis

Frictional Pressure Drop for Single-Phase Liquid Flow
For the square microchannel used in the present study, single-
phase flow experiments were first conducted to determine the fric-
tion factor using deionized water. The frictional factor data were
then compared with the conventional values for laminar flow in a
square channel.

If Pchannel is the atmospheric pressure at the outlet of the mi-
crochannel andPtee is the pressure measured by a pressure trans-
ducer at the inlet tee section, the pressure drop in the microchan-
nel over the fully developed flow region,DPf ,channel, would be
given by

DPf ,channel5Ptee2Pchannel1
r

2
~utee

2 2uchannel
2 !2DPf ,tee

2DPinlet2DPentrance, (1)

whereDPf ,tee is the frictional pressure drop in the tee,DPinlet is
the pressure loss due to sudden contraction at the microchannel
inlet ~96 mm! from the larger tee junction~250mm!, DPentranceis
the pressure drop in the entrance region, andutee anduchannel are
the mean velocities in the tee section and microchannel, respec-
tively. For simplicity, the pressure loss within the tee was assumed
to be zero. Further information on computing the single-phase
pressure drop is available in Chung et al.@12#.

Frictional Pressure Drop for Two-Phase Flow. The overall
pressure drop measured in horizontal two-phase flow,
DPmeasured, is given by

DPmeasured5DPf riction1DPcontraction1DPacceleration, (2)

where DPf riction is the pressure drop due to wall friction,
DPcontraction is the pressure loss due to contraction from the tee
into the microchannel, andDPacceleration is the pressure change
due to acceleration. In order to obtain two-phase frictional pres-
sure drop data, the second and third terms on the right hand side
of Eq. ~2! must be estimated and subtracted from the total two-
phase pressure drop measured. Thus,DPcontraction and
DPaccelerationwere estimated using a homogeneous and separated
flow model, respectively. The void fraction data to estimate the
accelerational pressure drop were available from the analysis of
the video recordings and fitted to a new empirical correlation de-
veloped by Kawahara et al.@10#. The reader is advised to consult
Kawahara et al.@10# for a greater elaboration on the data reduc-
tion process.

Results and Discussion

Two-Phase Flow Patterns in a Horizontal Microchannel
Images of flow patterns captured during the experiment are shown
in Fig. 2. To allow comparison with other investigators, an attempt
is made to initially name the flow patterns after those already
observed in;1 mm diameter channels by Triplett et al.@13#.
They presented bubbly, churn, slug, slug-annular and annular flow
in their flow pattern maps. These conventional names will be
used, but any departure from the minichannel flow patterns is
pointed out and clarified. Images of the flow patterns observed in
the present square and circular microchannels are shown in Fig. 2.

Unlike in minichannels, bubbly, churn, slug-annular and annu-
lar flow could no longer be identified in these microchannels, and
the slug flow regime became more prevalent. Being typically
laminar in a microchannel, the liquid flow lacks the kinetic energy
to break up the gas phase into small bubbles. With the size of the
square channel diminishing, Coleman and Garimella@14# ob-

Fig. 2 Flow patterns in the square and circular microchannels under similar flow conditions

Table 1 Channel Dimensions

Channel cross section D @mm# or Dh @mm# L @mm#

square 95.6 65.05
circular 99.6 63.90, 65.10
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served the intermittent flow regime become increasingly prevalent
during the condensation of the refrigerant R134a. As the hydraulic
diameter decreases, the effect of surface tension outweighs the
effect of gravity and causes the liquid to be pulled up into the four
corners and less liquid would be distributed along the side walls
of the square channel. Stanley et al.@2# tested combinations of
water with argon, helium or nitrogen gas in rectangular micro-
channels of hydraulic diameters ranging from 56.0 to 256.9mm
and aspect ratios of 0.492 to 1.548. They observed the flow re-
gime to be composed primarily of slug flow with some annular
flow.

When the mixture volumetric flux is increased at low liquid
superficial velocities, long bubbles in a minichannel coalesce to
form a gas slug with a visible neck. Triplett et al.@13# called this
flow pattern slug-annular flow. Note that these interfacial waves
comprising the neck of the gas slug can also be found on the
liquid film of annular flow, but the waves are not regularly spaced.
Conversely, the surface waves in microchannels have regularly-
spaced peaks of large amplitude relative to the diameter of the
channel. These symmetric waves do not lean in the flow direction.
This flow pattern is called liquid-ring flow in Fig. 2~c! and is
unique to microchannels~Serizawa et al.,@11#; Kawahara et al.,
@10#!, where the effect of surface tension tends to induce symme-
try in the capillary waves.

Moreover, the shape and motion of the gas-liquid interface in a
microchannel can resemble a serpentine-like gas core moving
through the tube and, to our knowledge, this type of flow pattern
has not been previously observed in small (Dh5;1 mm) or large
(Dh.3 mm) flow channels. It is similar to a flow pattern called
‘‘disturbed core-annular’’ or ‘‘corkscrew core flow’’ occurring in
liquid-liquid flows ~Joseph et al.,@15#!. Hence, the flow pattern in
Fig. 2~d! can be thought of as a gas core flow with a wavy film.

At high gas superficial velocity, gas slugs merge to form a long
semi-continuous gas core and bring about a high void fraction. It
is called semi-annular flow, since short liquid bridges still exist to
separate the long gas slugs and prevent the formation of an annu-
lar flow with a fully continuous gas core. On the flow pattern map,
the region of semi-annular flow had a visibly higher void fraction
than those of the neighboring flow patterns, allowing the void
fraction for semi-annular flow to be easily determined for that
channel size. Semi-annular flow is identified by its high void frac-
tion and long gas core.

Another unique characteristic of microchannel two-phase flow
is the occurrence of multiple flow patterns for a single flow con-
dition. Obviously, some judgment is required to classify a run
showing several flow patterns at different times for the same flow
condition and location in the channel. Such a flow condition may
be represented by the dominant or most probable flow pattern, if
not a specific flow pattern.

In developing two-phase flow pattern maps for the 96mm
square and 100mm circular microchannels, it became clear that
new flow patterns need to be defined to fully describe the flow
characteristics of the slug flow region for these sizes. The time

fractions of different flow patterns were obtained for each two-
phase flow condition because of the simultaneous occurrence of
different flow patterns in the channel under any given flow con-
dition. From the observation section of the microchannel, the two-
phase flow can be classified as:~A! liquid alone;~B! gas core with
a smooth liquid film;~C! gas core with a ring-shaped liquid film
and~D! gas core with a deformed liquid film. Note that thick and
thin liquid films of smooth interface are grouped together into
class~B!. This classification deals with the shape of the gas-liquid
interface~types B, C and D! on the gas slug. Class~D! includes
flows exhibiting a serpentine-like gas-liquid interface and small
ripples on the interface. When compared to churn flow in a min-
ichannel, class~D! flow in a microchannel does not display the
dispersion of bubbles that trail the tail of the gas slug. Inciden-
tally, the deformed liquid film of a serpentine-like gas core may
appear as a liquid lump in an even smaller microchannel of 20 or
25 mm diameter~Serizawa et al.,@11#!. The number of images
containing each flow pattern was then counted and the probability
of appearance was computed for a given flow condition. Based on
these probabilities and the time-averaged void fraction for each
flow condition, four flow patterns were defined as follows:

• ‘‘Slug-ring flow’’ is the flow in which the probability of class
~B! is larger than that of~C! and the time-averaged void fraction is
less than a prescribed value, 0.8;

• ‘‘Ring-slug flow’’ is the flow in which the probability of class
~C! is greater than that of~B! and the time-averaged void fraction
is less than a prescribed value, 0.8;

• ‘‘Semi-annular flow’’ is the flow in which the flow mostly
alternates between classes~A!, ~B!, and~C! and the time-averaged
void fraction is greater than a prescribed value, 0.8;

• ‘‘Multiple flow’’ contains all four flow patterns,~A!-~D!, and
the time-averaged void fraction is less than a prescribed value,
0.8.

Two-Phase Flow Maps for a Horizontal Microchannel.
Figure 3 shows the overall two-phase flow pattern maps devel-
oped for the shapes of microchannels under investigation. The
ordinate and abscissa are the superficial velocities of liquid and
gas, respectively. Here, the superficial gas velocity was calculated
based on the gas density evaluated at the pressure in the observa-
tion area, which was determined by assuming a linear pressure
variation between the channel inlet and outlet. In Fig. 3, the flow
pattern maps are plotted according to the definitions derived ear-
lier for flow patterns in a microchannel. All four of the above flow
patterns were observed in both microchannels, although the tran-
sition boundaries for slug-ring flow, ring-slug flow, and multiple
flow were shifted between the two channel geometries. For a mi-
crochannel of 100mm hydraulic diameter or less, these flow pat-
terns are normally hidden behind those defined for a minichannel.

The region of ring-slug flow pattern in the circular channel
collapsed in the square channel. Notwithstanding the slight differ-
ence in size, the cross-section geometry is most likely responsible

Fig. 3 Two-phase flow pattern maps using flow pattern definitions for microchannels „h
slug-ring; s ring-slug; , multiple; L semi-annular; —— transition lines …
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for the relocation of the ring-slug flow pattern or shift in flow
pattern transition between the square and circular channels. The
liquid film in a noncircular microchannel can accumulate in the
sharp corners, whereas the liquid film in a circular microchannel
can build up in thickness along the channel wall or locally de-
velop into a liquid ring. In the region of ring-slug flow for the
circular channel, the liquid in the square channel does not form a
ring and is retained instead in the corners. The numerical simula-
tion of Kolb and Cerro@9# showed that the flow was faster in the
corners than along the sides of a square channel. They reasoned
this finding to be due to the thicker liquid film at the corners.

Void Fraction in a Microchannel. Image analysis was used
on the video images of the gas-liquid interface to calculate the
void fraction for the 96mm square channel and 100mm circular
channel. The method used to determine the void fraction in the
circular channel is described below and was also applied to the
square channel. The computed void fraction is averaged in space
and with time.

The void fraction in the 100mm microchannel was estimated
by analyzing the recorded images of the gas-liquid interface in the
observation window of the channel. The video images from 46
experimental runs were examined to produce the void fraction
database for the circular channel. The total number of images for
each run ranged from 201 to 501. Each image covered a distance
of about 1 mm in the flow direction. For a given run, all the
images were assigned a void fraction. Images showing liquid
flowing alone had a void fraction of zero. When the flow pattern
depicted a gas core flow with a smooth liquid film or ring-shaped
liquid film, the void fraction was assumed to be unity. By sum-
ming the void fraction for each image and dividing by the total
number of images, the time-averaged void fraction can be deter-
mined. The success of this void fraction estimation lies in the gas
core flow always occupying the whole field-of-view, i.e., there is
no image of a liquid bridge or the nose of a gas slug to contend
with. When the smooth liquid film is thick, the gas core volume
fraction can be estimated by regarding the gas core as a cylinder
of smaller radius than the channel radius and taking the ratio of
the squared radii. The issue of optical distortion with this method
was addressed by Kawahara et al.@10#. It was later found that the
error caused by neglecting the liquid film around the gas slug is
slight and the average void fraction is insensitive to the camera
frame rate. If the instantaneous void fraction is estimated using
values of 0 and 1, instead of values between 0 and 1, the average
void fraction is overpredicted by about 11%. In addition, the av-
erage void fraction is essentially the same when determined using
images captured at 30 or 15 fps. The development of the
void fraction uncertainty is omitted in this work due to space
limitation.

Figure 4 presents the time-averaged void fraction results for
both microchannels. The void fraction is plotted against a volu-
metric quality or homogeneous void fraction,b @5 j G /( j G
1 j L)#. Homogeneous flow («5b) and the correlation recom-
mended by Ali et al.@16# for narrow channels are shown as a
dotted and dashed line in the figure, respectively. For narrow rect-
angular channels withDh;1 mm, Ali et al.@16# reported that the
void fraction can be approximately given by a correlation («
50.8b) resembling that formulated by Armand@17#.

It is clear that the average void fraction for both the square and
circular microchannels does not correlate with either the homoge-
neous flow model or Armand-type correlation. The void fraction
remained low for relatively high volumetric quality,b,0.8, but
increased rapidly for 0.8,b,1. The void fraction data indicate a
strong deviation from homogeneous flow and a large slip existing
between the gas and liquid phases, even at relatively low gas flow
rates. The following empirical correlation was employed to best fit
the void fraction data and is plotted as a solid curve in the figure:

«5C1b0.5/~12C2b0.5!, (3)

whereC1 andC2 are constants determined from the experiment.
C150.03 andC250.97 for both the square and circular micro-
channels. There were some differences in the flow pattern transi-
tion boundaries between the square and circular microchannels,
but the void fraction data are quite similar and therefore predict-
able by the same correlation.

Two-Phase Frictional Pressure Drop. Prior to performing
the two-phase flow experiments, single-phase pressure drop data
were obtained using de-ionized water in the microchannel. The
friction factor was determined from the measured pressure drop.
For the analysis of two-phase frictional pressure drop described
next, this friction factor was used to calculate the single-phase
frictional pressure drop.

According to some previous studies on two-phase frictional
pressure drop, the homogeneous flow model can predict experi-
mental data successfully; e.g., for ammonia-steam flow in circular
minichannels withD51.46 to 3.15 mm by Ungar and Cornwell
@18#, and for air-water flow in circular and semi-triangular min-
ichannels withDh51.09 and 1.49 mm by Triplett et al.@19#.
However, the two-phase flow patterns were much less homoge-
neous in the present microchannels, as indicated by the video
images and very large slip ratios. Thus, the homogeneous flow
model is not expected to correlate effectively the current two-
phase pressure drop data.

On the other hand, the development of the Lockhart and Mar-

Fig. 4 Volume-averaged void fraction „s from experiment; —— from Eq. „3… with C1Ä0.03, C2Ä0.97; " " " " " for homogeneous
flow; - - - - - from Ali et al. †16‡…
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tinelli @20# correlation was based on a separated flow assumption
and can be represented by Chisholm’s@21# correlation for the
two-phase friction multiplier:

fL
2511C/X11/~X2!, (4)

wherefL
2 is the two-phase friction multiplier,C is a constant, and

X is the Lockhart-Martinelli parameter. This approach has been
found by Zhao and Bi@6# to represent reasonably well their data
for vertical air-water flow in miniature triangular channels with
Dh50.87 to 2.89 mm. Figure 5~a! compares the two-phase fric-
tional pressure gradient data from the 96mm square microchannel
with the predictions of the Lockhart-Martinelli correlation using
the average experimental C-value of 0.12 in Eq.~4!. Although not
shown here, the conventional value ofC55 significantly over-
predicted the present data, while the correlation of Mishima and
Hibiki @22# generally over-predicted the present data by about
10%. Agreement within 10% was obtained with the use of the
C-value given by the model of Lee and Lee@23#, not depicted
here, and the present value ofC50.12. In Fig. 5~b!, the same
comparison is made with the data from the 100mm circular chan-
nel and identical statements can be made ifC is set to 0.22.
Hence, the two-phase frictional pressure drop is marginally af-
fected by the shape of the microchannel, square or circular. The
Lockhart-Martinelli correlation can sufficiently predict the two-
phase frictional pressure drop in both microchannels.

Conclusions
An experimental investigation has been carried out on nitrogen

gas-water two-phase flow in a square channel of 96mm hydraulic
diameter and a circular channel of 100mm diameter. The two-
phase flow patterns were identified and the time-averaged void
fraction and two-phase frictional pressure drop data were mea-
sured. From the results shown, the following conclusions can be
made:

• Only slug flow was identified in both of the microchannels.
Bubbly, churn and annular flow were not observed for the flow
conditions tested. The absence of the bubbly and churn flow pat-
terns can be attributed to the laminar nature of liquid flow in the
microchannels.

• An inspection of the liquid film structure in the slug flow
pattern revealed a gas core flow with a smooth or ring-shaped
liquid film and a serpentine-like gas core flow surrounded by a
deformed liquid film. Four new flow patterns were defined on the
probability of the interfacial structure appearing: slug-ring flow,
ring-slug flow, semi-annular flow and multiple flow.

• Flow pattern maps for both channels were developed based
on the new flow pattern definitions in the slug flow region, and
compared to each other. The liquid flow in the corner of the square
channel can account for the relocation of the ring-slug flow pat-
tern.

• Images of the two-phase flow were analyzed to obtain the
time-averaged void fraction. The disagreement with the Armand
@17# correlation was attributed to the large slip ratio and weak
momentum exchange between the gas and liquid phases in both
channel geometries.

• The separated flow model of Lockhart and Martinelli@20#
correlated well~within 610%! the pressure drop data from both
microchannels.
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Nomenclature Symbols

B05(rL2rG)g(D/2)2/s 5 Bond number
C 5 coefficient in Eq.~4!

C1 5 first coefficient in Eq.~3!
C2 5 second coefficient in Eq.~3!

Ca5mLuB /s 5 capillary number
D 5 inner diameter@m#
g 5 gravitational acceleration

@m/s2#
j 5 superficial velocity@m/s#

L 5 length @m#
P 5 pressure@Pa#

ReLS5jLD/nL 5 superficial Reynolds number
for liquid

ReGS5jGD/nG 5 superficial Reynolds number
for gas

u 5 axial velocity @m/s#
WeLS5 j L

2DrL /s 5 superficial Weber number for
liquid

WeGS5 j G
2 DrG /s 5 superficial Weber number for

gas
X 5 Lockhart-Martinelli parameter

Fig. 5 Prediction of the two-phase frictional pressure gradient in the „a… 96 mm square channel and „b … 100 mm circular
channel. The C-value in the Lockhart-Martinelli correlation „Eq. 4… is averaged from experiment.
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Greek

b 5 volumetric quality
D 5 finite difference between two conditions
« 5 void fraction
m 5 dynamic viscosity@Pa•s#
n 5 kinematic viscosity@m2/s#
r 5 mass density@kg/m3#
s 5 surface tension@N/m#

fL
2 5 two-phase friction multiplier

Subscripts

acceleration5 acceleration loss
AVG 5 average value

B 5 bubble
channel 5 in channel

contraction 5 loss in contraction
entrance5 loss due to flow development at entrance

f 5 loss due to friction
friction 5 frictional loss

G 5 gas phase
h 5 based on hydraulic diameter

inlet 5 loss due to entrance configuration
L 5 liquid phase

measured5 measured loss
S 5 superficial

tee 5 in tee
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Oil-Water Separation in a Novel
Liquid-Liquid Cylindrical Cyclone
(LLCC©) Compact Separator—
Experiments and Modeling
The hydrodynamics of multiphase flow in a Liquid-Liquid Cylindrical Cyclone (LLCC)
compact separator have been studied experimentally and theoretically for evaluation of
its performance as a free water knockout device. In the LLCC, no complete oil-water
separation occurs. Rather, it performs as a free-water knockout, delivering a clean water
stream in the underflow and an oil rich stream in the overflow. A total of 260 runs have
been conducted, measuring the LLCC separation efficiency for water-dominated flow
conditions. For all runs, an optimal split-ratio (underflow to inlet flow rate ratio) exists,
where the flow rate in the water stream is maximum, with 100% watercut. The value of the
optimal split-ratio depends upon the existing inlet flow pattern, and varies between 60%
and 20%. For split-ratios higher than the optimal one, the watercut in the underflow
stream decreases as the split-ratio increases. A novel mechanistic model has been devel-
oped for the prediction of the complex flow behavior and the separation efficiency in the
LLCC. Comparisons between the experimental data and the LLCC model predictions
show excellent agreement. The model is capable of predicting both the trend of the
experimental data as well as the absolute measured values. The developed model can be
utilized for the design and performance analysis of the LLCC.@DOI: 10.1115/1.1777233#

1 Introduction
Oil-water-gas separation technology in the petroleum industry

has been based in the past on conventional vessel-type separators.
These separators are bulky, heavy and expensive. With the new
trend in the petroleum industry toward hydrocarbons production
from offshore fields and economic challenges to reduce produc-
tion costs, the petroleum industry has recently shown keen interest
in compact separators that are low weight, low cost and efficient.

One alternative for gas-liquid separation, which is economically
attractive, is the Gas Liquid Cylindrical Cyclone~GLCC©1!. The
GLCC is a simple, compact and low-cost separator. It is a vertical
pipe section, with a downward inclined, tangential inlet located
approximately at the middle. The separation in the GLCC is
achieved by centrifugal and gravity effects. Mechanistic models
for design and performance prediction of the GLCC are now
available. The GLCC has recently gained popularity in the indus-
try, with more than 700 units installed in the field around the
world.

The Liquid-Liquid Cylindrical Cyclone~LLCC©2! is a piece of
vertical pipe with a horizontal inlet. The LLCC horizontal inlet
promotes oil-water segregation and the liquid phases enter the
vertical separator section through a reducing area nozzle, increas-
ing their velocity. The swirling motion in the LLCC produces a
centrifugal separation, whereby, an oil-rich stream exits through
the top ~overflow! and a water-rich stream leaves the system
through the bottom~underflow!.

Figure 1 shows a schematic of the GLCC and LLCC configured
as a two-stage 3-phase compact separator. In this configuration,
the three-phase gas-oil-water mixture enters through the inclined

tangential inlet of the GLCC. The gas flows to the top and exits
out of the system. The liquid, an oil-water mixture, flows through
the GLCC liquid leg into the LLCC, where the separation of oil
and water occurs.

2 Literature Review
Most of the studies on liquid-liquid cyclonic separation have

been focused on conical liquid hydrocyclones~LLHC!. The
Liquid-Liquid-Cylindrical Cyclone~LLCC! is a new technology
for oil-water flow separation. Thus, very few studies have been
published on the LLCC separator. Listewnik@1# reported oil-water
separation efficiency in a cylindrical hydrocyclone with four in-
lets. Gay et al.@2# presented a comparison between a static coni-
cal hydrocyclone and a rotary cylindrical cyclone. Bednarski and
Listewnik @3# analyzed the effect of the inlet diameter on the
separation efficiency of a hydrocyclone. They concluded that
small inlets cause droplet break-up and big inlets do not produce
enough swirl intensity. Seyda@4# simulated the separation of oil-
water dispersions in a small cylindrical tube.

A pioneering study on oil-water separation in the LLCC was
presented by Afanador@5#, who acquired the original set of data.
Follow up and expansion studies were presented by Mathiravedu
@6# and Oropeza-Vazquez@7#. The present paper is based on these
three studies. Pertinent studies on related topics, namely, swirling
flow, oil-water flow patterns and oil droplet size distribution can
be found in Oropeza-Vazquez@7#.

The above literature review reveals a lack of systematic data
and mechanistic models for the LLCC. This is the scope and con-
tribution of the present study.

3 Experimental Program
The experimental program was conducted utilizing a 2-inch ID,

fully instrumented oil-water-air three-phase flow loop, where the
LLCC test section, described below, was installed.

LLCC Test Section: A schematic and a photo of the LLCC test
section are given in Figs. 2 and 3, respectively. The LLCC is a
6.4-foot, 2-inch ID vertical pipe, with 5-foot-long, 2-inch ID hori-
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zontal inlet. The inlet is attached to the LLCC 3.3 feet below its
top. A nozzle is located at the LLCC inlet, causing the flow to
enter the LLCC tangentially~see Fig. 2!. The inlet slot area is
25% of the inlet full bore cross sectional area. A 1.5-inch ID
concentric pipe located at the top is used as the oil outlet~over-
flow!, and the water outlet~underflow! is a radial, 1.5-inch ID
pipe located at the bottom. A temperature sensor is located at the
inlet and a pressure sensor is located on each outlet. Valves in both
the oil outlet and the water outlet allow the control of the flow
rates leaving the separator, namely, the split-ratio. The split-ratio
is defined as the ratio between the underflow liquid flow rate and
the inlet liquid flow rate, as given by

SR5
qunder

qin
. (1)

Experimental Results. Experiments on the LLCC have been
conducted by Mathiravedu@6# in order to develop control strate-
gies to maximize the free-water knockout. Only the 260 water-
dominated experimental runs (vSW.vSO) are analyzed in this
study. Several combinations of oil and water superficial velocities
are used, varying the split-ratio for every combination of oil and
water superficial velocities.

Inlet Flow Patterns. During the experiments, four flow pat-
terns were observed in the horizontal inlet, as shown in Fig. 4.

• At low superficial velocities (vSW,0.2,vSO,0.1 m/s), the
oil enters the inlet through the upstream vertical pipe section in
the form of large droplets. These oil droplets immediately move to

the top of the pipe forming a continuous oil layer. The water
remains at the bottom. This flow pattern is called ‘‘Stratified’’~ST!
~Fig. 4a!.

• When the superficial water velocity increases (0.2,vSW
,0.8 m/s) and the oil content is low (vSO,0.2 m/s), the droplets
entering the inlet are smaller. They still are able to move to the top
of the pipe, but they do not form a continuous oil-phase. Thus, an
oil in water dispersion flows at the top of the pipe and a free-water
layer flows at the bottom. This configuration is called ‘‘Oil-in-
Water Dispersion and Water Layer’’~DO/W&W! ~Fig. 4b!.

• At intermediate superficial water velocities (0.2,vSW
,0.8 m/s), but increasing the oil content (vSO.0.2 m/s), the big-
ger oil droplets move to the top and the small ones remain at the
bottom, and no free-water layer is observed. However, the oil
concentration is increasing from the bottom to the top of the pipe.
Dividing the pipe by a horizontal plane parallel to the pipe axis, it

Fig. 1 Schematic of GLCC and LLCC Separation System

Fig. 2 Schematic of LLCC Test Section

Fig. 3 Photograph of LLCC Test Section

Fig. 4 Horizontal Inlet Flow Patterns
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can be considered that two dispersions with different oil content
flow in the inlet. This flow pattern is called ‘‘double oil in water
dispersion’’~Double DO/W! ~Fig. 4c!.

• At higher superficial water velocities (vSW.0.8 m/s), the oil
droplets are small and they are evenly distributed in the entire
cross-sectional area of the pipe. This flow pattern is called ‘‘Oil-
in-Water Dispersion’’~DO/W!, as seen in Fig. 4d.

Figure 5 shows the inlet flow pattern map obtained during the
experimental data acquisition. The superficial oil velocity is plot-
ted in the horizontal axis and the superficial water velocity is
plotted in the vertical axis. The broken line divides the water-
dominated region and the oil-dominated region. As can be ob-
served, all the experimental data points are located in the water-
dominated region.

Separation Efficiency. Figure 6 shows the effect of the split-
ratio on the purity of the underflow by a sequence of photographs
of the lower section of the LLCC~water leg! for Stratified flow
pattern at the inlet. The superficial water and oil velocities at the
inlet are 0.1 m/s and is 0.05 m/s yielding watercut~or water frac-
tion! of 67%. Under these conditions, the water level in the inlet
pipe is 50% of the inlet diameter. For a split-ratio of 50%, only
clean water is observed in the water leg. When the split-ratio is
increased to 55%, oil droplets are entering the water leg, but they

are separated and go up to the oil leg. At 60%, more oil is en-
trained, but still only clean water is leaving the water leg. At a
split-ratio of 65% the entrained oil in the water leg increases even
more and some quantity of oil leaves with the underflow.

The experimental results for this case of Stratified Flow are
shown in Fig. 7. The watercut in the underflow outlet is plotted as
a function of the split-ratio. As can be observed, for split-ratios
lower than 62%, clean water is obtained in the underflow. Increas-
ing the split-ratio beyond 62% the oil-phase starts flowing into the
underflow along with the water. It can be observed that as the
split-ratio increases, the watercut in the underflow decreases, and
at about a split-ratio of 80% the watercut in the underflow reaches
the same value as the inlet watercut. At this point, no separation is
occurring. Increasing the split-ratio, beyond 80%, the underflow
watercut continues decreasing, so for these split-ratios the under-
flow watercut is smaller than the inlet watercut. Finally, at the
split-ratio of 100%, all the liquid is flowing down so the watercut
in the underflow is the same as the inlet watercut. Similar behav-
ior is observed for the Oil-in-Water dispersion and Water Layer
flow pattern.

The separation behavior in the LLCC for the Double Oil-in-
Water Dispersion flow pattern is shown in Fig. 8. For this case, the
optimal split-ratio for 100% watercut decreases to 18%. In all the
experiments for this flow pattern, the optimal split-ratio is low,
decreasing as the inlet oil content increases. For the Oil-in-Water
Dispersion flow pattern, the optimal split-ratio is affected strongly
by the oil content and the velocity of the mixture. For low oil
content, optimal split-ratios around 50% are observed, but values
of optimal split-ratio around 20% occur for high oil content.

In summary, from the experimental investigations, it can be
concluded that better separation efficiency is achieved for the
Stratified and the DO/W & W inlet flow patterns. The Double

Fig. 5 Experimental Flow Pattern Map for LLCC Inlet

Fig. 6 LLCC Separation Behavior as a Function of the Split-
Ratio „v SWÄ0.1 mÕs, v SOÄ0.05 mÕs…

Fig. 7 Experimental Results for Stratified Flow

Fig. 8 Experimental Results for Double DO ÕW Flow
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Dispersion cases show good efficiency near the transition to
DO/W & W, but the efficiency decreases as the oil content in-
creases. The Oil-in-Water Dispersion flow pattern is efficient at
very low oil contents~less than 10%!, and this efficiency de-
creases, as the oil content in the inlet is higher. This last flow
pattern is limited by the emulsification phenomenon.

Watercut Measurement Uncertainty. The watercut was
measured in this study utilizing the Starcut® watercut meter,
which is based on microwave technology. The multiple measure-
ment relative uncertainty for this study was determined using con-
ventional uncertainty analysis techniques, which resulted in an
uncertainty of62.85%. Detailed results are omitted in this paper
for brevity; however, Contreras@8# may be referred for further
details.

4 Mechanistic Modeling
The LLCC consists of a vertical pipe section~the separator! and

a horizontal pipe section~the inlet!, as shown in Fig. 9. Both pipes
are attached through a reducing area nozzle. The vertical pipe is
divided by the nozzle into two sections. The upper section is
called the ‘‘oil leg’’ as it delivers oil-rich stream into the oil outlet
or overflow. The lower section is called the ‘‘water leg’’ and it
delivers water stream into the water outlet or underflow. Valves in
the oil and water outlets are used to control the flow rates leaving
the LLCC, namely. the split-ratio.

To date, no simple and general definition of the liquid-liquid
separation efficiency has been developed. In this study, the sepa-
ration efficiency is described by means of the split-ratio and the
watercut in the water leg. These two parameters give information
about how much liquid exits through the water outlet, and the
purity of this liquid stream.

Two approaches could be taken for the present study, namely,
CFD simulations or mechanistic modeling. Mechanistic modeling
was chosen as it enables incorporation of the physical phenomena,
compared with the extensive implementation work that would be
associated with numerical CFD codes. Also, mechanistic models
can be converted into design codes to be used by the industry, as
has been done for the GLCC. The mechanistic model presented
here is adequate, being capable of predicting the physical phe-
nomena associated with the LLCC.

The LLCC model consists of sub-models for the different com-
ponents of the separator, namely, the horizontal inlet pipe, the
reducing area nozzle~inlet analysis!, and the water leg~separation
analysis!. Note that by analyzing only the water leg, the system
behavior is well defined, as the flow into the oil leg is the differ-
ence between the flows of the inlet and the water leg. These sub-
models are given in the following sections.

Inlet Analysis. The inlet consists of the horizontal pipe and
the nozzle. Different flow patterns may occur in the inlet, depend-
ing upon the oil and water flow rates combination, pipe diameter
and fluid properties. The determination of the existing flow pattern
for a given set of flow conditions is essential for the analysis,
since all the design parameters of the flow depend on the existing
flow pattern. These include the spatial distribution of the phases
and their corresponding velocities. Models to predict the flow pat-
tern in the inlet pipe, individual models for each of the flow pat-
terns and the nozzle analysis are presented next.

Inlet Flow Pattern Prediction. The starting point for the
LLCC modeling is the prediction of the occurring flow pattern in
the horizontal inlet. Trallero@9# developed a mechanistic model
for liquid-liquid flow pattern prediction, applicable for fully de-
veloped flow in horizontal and near horizontal pipes. This model
is modified in the present study for the inlet section analysis, to
account for the fact that the flow at the inlet section is not fully
developed. The modifications are carried out by adjusting the co-
efficients for the droplet diameter and friction factor, as shown in
Table 1.

In order to use the modified model to predict the four flow
patterns observed in the LLCC inlet, the Stratified with Mixing
flow pattern~defined originally by Trallero@9#! is considered as
Oil-in-Water Dispersion–Water Layer, and the Oil-in-Water and
Water-in-Oil Dual Dispersion flow pattern is considered as the
Oil-in-Water Double Dispersion flow pattern. Figure 10 shows the
LLCC experimental data and the boundaries predicted by the
modified model. As can be observed, the predicted flow pattern
boundaries agree very well with the experimental data.

Fig. 9 Schematic of LLCC Mechanistic Model

Fig. 10 Comparison between Modified Trallero „1995… Model
and Experimental Data

Table 1 Modified Coefficients for LLCC Inlet Flow Pattern
Prediction

Droplet
Diameter

Friction
factor C n

dod,max f m 0.33 23.5
dod,max f w 0.9 2
dod,min f w 0.174 27
dwd,max f m 37.39 1.832
dwd,max f o 0.043 0
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Stratified Flow Model. For low liquid velocities, stratified
flow pattern is observed in the inlet. The water flows at the lower
section of the pipe, and a layer of oil travels at the top. A suitable
model for this flow configuration is the two-fluid model. Figure 11
shows the geometry and the variables of the stratified flow pattern.

A momentum balance can be written for each of the phases.
Eliminating the pressure gradient from both equations, the com-
bined momentum equation can be obtained, as follows:

toSo

Ao
2

twSw

Aw
2t i Si S 1

Ao
1

1

Aw
D50. (2)

The shear stresses are calculated as:

to5
f orovo

2

2
, tw5

f wrwvw
2

2
(3)

t i5
f ir i~vw2vo!uvw2vou

2
. (4)

If vw.vo , f i5 f w and r i5rw ; for vo.vw , f i5 f o and r i5r.
The friction factors are calculated as:

f o5CoFdovoro

mo
G2no

, f w5CwFdwvwrw

mw
G2nw

. (5)

For laminar flowCw5Co516 andnw5no51. For turbulent flow
Cw5Co50.046 andnw5no50.2.

The hydraulic diameters depend on the relative velocity be-
tween the phases, as follows:

For vo.vw

do5
4Ao

So1Si
; dw5

4Aw

Sw
. (6)

For vo,vw

do5
4Ao

So
; dw5

4Aw

Sw1Si
. (7)

For vo5vw

do5
4Ao

So
; dw5

4Aw

Sw
. (8)

The geometrical variables are functions ofhw , as follows:

Sw5dinFp2cos21S 2hw

din
21D G , (9)

So5din cos21S 2hw

din
21D , (10)

Si5dinA12S 2hw

din
21D 2

, (11)

Aw5
din

2

4 Fp2cos21S 2hw

din
21D1S 2hw

din
21DA12S 2hw

din
21D 2G ,

(12)

Ao5
din

2

4 Fcos21S 2hw

din
21D2S 2hw

din
21DA12S 2hw

din
21D 2G .

(13)

The actual velocities are calculated as:

vw5
A

Aw
vsw , vo5

A

Ao
vso. (14)

The combined momentum equation, Eq.~2!, is an implicit func-
tion of the water layer height,hw . The combined momentum
equation and the auxiliary relationships, Eqs.~3!–~14!, can be
solved to determine the water layer heighthw and the actual phase
velocitiesvo andvw , for a given set of flow conditions.

Oil droplet-size distribution: The oil droplet size distribution is
correlated with the horizontal pipe inlet flow conditions. The same
model developed for Oil-in-Water Dispersion–Water Layer flow
~to be presented in next section! is used, but by considering the
velocity, properties and geometry of the oil layer, instead of the
dispersion layer.

Oil-in-Water Dispersion and Water Layer Model.For this
flow pattern, an oil-in-water dispersion-layer flows at the top of
the pipe with a layer of free water flowing at the bottom. Consid-
ering the free-water-layer as a phase and the dispersion-layer as a
second-phase, this flow pattern can be analyzed as the case of
stratified flow, applying the two-fluid model. The combined mo-
mentum equation for this case becomes:

tdSd

Ad
2

twSw

Aw
2t iSi S 1

Ad
1

1

Aw
D50. (15)

The dispersion-layer properties can be calculated by assuming no-
slip condition between the oil droplets and the water in the
dispersed-phase~which is a sound assumption for horizontal
flow!, as follows:

rd5rwlw,d1ro~12lw,d!, (16)

md5mwlw,d1mo~12lw,d!, (17)

wherelw,d is the local no-slip watercut in the dispersion. A cor-
relation for lw,d is used, developed by Oropeza-Vazquez@7#, as
follows:

lw,d512F Ain vSO

Aw~vSW1vSO!G
hw/2

. (18)

Equation~18! is a function of the water and oil superficial veloci-
ties, which are known, and the height of the water layer. Thus,
simultaneous solution of the equation forlw,d and the combined
momentum equation, yields the water layer heighthw and the
actual velocities of the dispersion layer,vd , and the water layer,
vw .

Oil droplet-size distribution: The determination of the maximum
and minimum oil droplet diameters in the dispersion-layer is per-
formed by using modified Hinze@10# and Levich @11# models,
respectively, as follows:

dod,max5Flw,in
0.5

1.9 G0.725S so,w

rd
D 0.6S 2 f d vd

3

dd
D 20.4

(19)

dod,min5Flw,in
0.5

2.5 G2S so,wmd

25rd
2vd

3~0.5f d!1.5D 1/2

, (20)

wherelw,in is the no-slip holdup of the water in the inlet flow, and
dd , the hydraulic diameter of the dispersion-layer, is calculated as
given in Eqs.~6! to ~8!.

Fig. 11 Stratified Flow Model Geometry and Variables
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Oil-in-Water Dispersion Model. For high liquid velocities, the
oil droplets entering the inlet pipe cannot coalesce and they move
along with the water-phase and no water layer is observed. For
this flow pattern, the homogeneous no-slip model is applicable.
The oil and water velocities are the same, namely,vw5vo5vm
5vSW1vSO, and the dispersion properties are averaged based on
lw,in , the inlet no-slip watercut.

Oil droplet-size distribution: Determination of the maximum and
minimum oil droplet diameters for this flow pattern is also per-
formed by using modified Hinze@10# and Levich @11# models,
respectively, and considering the mixture velocity and properties,
as follows:

dod,max5F 1

2.14G0.725S so,w

rm
D 0.6S 2 f m vm

3

din
D 20.4

(21)

dod,min5F 1

1.43G2S so,wmm

25rm
2 vm

3 ~0.5f m!1.5D 1/2

. (22)

Double Oil-in-Water Dispersion Model.At intermediate liq-
uid velocities and high oil contents, the bigger oil droplets are able
to move to the top while the smaller ones remain at the bottom.
Under these conditions, the local watercut increases gradually
from the top to the bottom of the pipe. It is assumed that this flow
can be divided into two layers of dispersions with different oil
concentrations. The division plane is located at the middle of the
pipe and the velocities of both layers are considered the same,
equal to the mixture velocity.

The water fraction in the upper and lower dispersions is calcu-
lated, respectively, as:

lw,u5122aS vSO

vSO1vSW
D , (23)

lw,l5122~12a!S vSO

vSO1vSW
D , (24)

where the parametera, varying in the range@0, 1#, is the fraction
of oil in the upper dispersion and is correlated with the mixture
velocity as follows:

a5120.4 vm . (25)

The maximum and minimum oil droplet diameters are calculated
in the same way as in the Oil-in-Water Dispersion model, i.e., by
using the mixture velocity and the mixture properties, averaged
with lw,in , the inlet no-slip watercut.

Nozzle Analysis. The inlet pipe delivers the liquid into the
LLCC vertical section through a reducing area tangential nozzle.
The effect of the nozzle is to increase the velocity of the flow, and
to create the swirling flow in the LLCC.

In the Oil-in-Water Dispersion and the Oil-in-Water Double
Dispersion flow patterns no water-layer exists, so the dispersion
velocity at the inlet slot is:

v is5
~vSW1vSO!Ain

Ais
. (26)

Next, the nozzle analysis for the Stratified flow pattern is pre-
sented. The same model is applied to the Oil-in-Water
Dispersion–Water Layer case, but the oil-phase is replaced with
the dispersion-phase.

Figure 12 shows a schematic of the nozzle geometry and the
variables considered. The nozzle is formed by a vertical plate
located inside the horizontal inlet. The plate forms the nozzle from
the full inlet bore to the reduced inlet-slot-area tangential to the
LLCC vertical pipe section. The inlet slot has the shape of a
circular sector. In this analysis, however, it is considered as a
rectangle, keeping the same height of a circular sector and the
same area, which is 25% of the inlet cross sectional area.

The height of the inlet slot is calculated from:

Lis5A12S 2y

din
21D 2

, (27)

wherey is the solution of

Ais

Ain
5

1

p Fp2cos21S 2y

din
21D1S 2y

din
21DA12S 2y

din
21D 2G .

(28)

The inlet slot width is

Wis5
Ais

Lis
. (29)

Application of Bernoulli’s equation to the top of the water layer,
between the inlet pipe and the inlet slot, results in:

Pin1
rwvw

2

2
1rog~din2hw!5Pis1

rwvw,is
2

2
1rogS din

2
2

Lis

2

1hw,isD . (30)

Applying Bernoulli’s equation to the top of the oil layer yields

Pin1
rovo

2

2
5Pis1

rovo,is
2

2
1rogS din

2
2

Lis

2 D . (31)

From continuity, the velocities of the oil and water phases at the
inlet slot are:

vw,is5
vSWAin

hw,isWis
, vo,is5

vSOAin

~Lis2hw,is!Wis
. (32)

Eliminating the pressure drop from Eqs.~31! and~32! the follow-
ing polynomial inhw,is is obtained:

C1hw,is
5 1C2hw,is

4 1C3hw,is
3 1C4hw,is

2 1C5hw,is1C6 , (33)

where the coefficients are:

C152Wis
2 rog (34)

C25Wis
2 ~2rog~hw2din!1rovo

22rwvw
2 !22LisC1 (35)

C35Lis
2 C122LisWis

2 ~2rog~hw2din!1rovo
22rwvw

2 ! (36)

C45rw~vSWAin!21Lis
2 Wis

2 ~2rog~hw2din!1rovo
22rwvw

2 !

2ro~vSOAin!2 (37)

C5522Lisrw~vSWAin!2 (38)

C65Lis
2 rw~vSWAin!2. (39)

Solution of Eq.~33! yields the height of the water-layer at the inlet
slot location, hw,is . Only one root is obtained in the interval

Fig. 12 Nozzle Schematic and Variables
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hw,is@0, Lis#. In summary, the nozzle model utilizes the velocities
and flow geometry in the inlet to provide the spatial configuration
and the velocities of the phases at the inlet slot, which are the
input for the separation analysis in the vertical section. This is
given in the next section.

Separation Analysis. The liquid coming from the nozzle en-
ters the vertical section of the LLCC tangentially and rotates,
creating a swirling flow. The oil droplet separation is achieved by
the resulting centrifugal forces.

Entry Region Analysis. A local geometrical flow split is as-
sumed at the inlet slot, as shown schematically in Fig. 13. The
middle plane of the inlet~the broken line in Fig. 13! divides the
incoming liquid flow locally into two streams. One stream, con-
sisting of the fluid flowing in the inlet above the dividing middle
plane, flows upwards into the oil leg, while the other stream,
consisting of the fluid flowing in the inlet below the dividing
middle plane, flows downward into the water leg.

The local flow rate of the incoming liquid going downward is
designated ‘‘q50’’ and it is calculated as:

q505E
0

Ais/2

v isdAis . (40)

It is important to note thatq50 describes a local split at the entry
region. However, the net flow going downward is dictated by the
operation of the valve in the water leg outlet and/or the valve in
the oil outlet. This results in re-circulation and rearrangement of
the fluid. The actual liquid flow rate going downward through the
water leg is determined by the split-ratio, as follows:

qunder5~vSW1vSO!AinSR. (41)

In swirling pipe flow, a reverse flow region is generated at the
center of the pipe. Thus, the general movement of the liquid in the
water leg is downwards, but a core region in the center moves up
and delivers additional liquid to the oil leg. The reverse flow re-
gion is indicated in Fig. 13 as a central core moving upwards.

It is important to note that the incoming liquid enters tangen-
tially at high velocities and is spread on the pipe wall forming an
annular configuration. The centrifugal effect, due to the rotation of
the liquid, generates a low potential region between the incoming
flow and the reverse flow region. Liquid can be transferred from
one leg to the other through this low potential zone. Two cases are
considered:

• The liquid flow rate produced through the water outlet is
smaller than the liquid flow rate entering the water leg ac-
cording to the local geometrical split, namely,qunder,q50.
For this case, the flow rate difference is transferred upwards
to the oil leg through the low potential zone.

• On the other hand, when the liquid flow rate taken from the
water outlet exceeds the flow rate entering the water leg from
the inlet, namely,qunder.q50, the difference is taken from
the oil leg into the water leg. The last case is depicted in Fig.
13.

Due to the swirling motion of the liquid in the entry region, the
oil droplets tend to concentrate at the center. Thus, the liquid
transferred from the oil leg to the water leg, has a modified local
watercut that is termedlw,e . Expressions for this modified oil
content are presented in the next section.

Flow Field. Improved velocity field correlations for swirling
flow in a vertical cylinder, presented by Erdal@12#, are used in this
study, as described next.

The swirl intensity dimensionless number, as a function of the
vertical distance from the inletz, is calculated as:

V50.1182M0.93Re0.13expF20.1355M0.35Re20.36S z

dwl
D 0.7G ;

for
z

dwl
>2. (42)

The Reynolds number is evaluated in terms of the axial liquid
superficial velocityvSZ, the mixture properties and the LLCC
diameterdwl , namely,

Re5
rmvSZdwl

mm
. (43)

The axial liquid superficial velocity in the water leg is a function
of the split-ratio and is calculated as:

vSZ5
~vSO1vSW!AinSR

Awl
. (44)

The momentum flux ratio at the inlet,M , is taken as the ratio of
the horizontal~tangential! momentum at the inlet slot to the total
axial momentum in the vertical cylinder:

M5
Mt

MT
, (45)

wheret indicates tangential andT indicates total.
The tangential velocity profile, as a function of the radial posi-

tion and the swirl intensity, is given by:

vu5
~0.9V20.05!r wlvSZ

r H 12expF2S 3.6120 expS 2
V

0.6D D
3S r

r wl
D 2G J . (46)

The axial velocity profile, as a function of the radial position, can
be determined from:

vz5vSZH 11
1

C F2S r

r wl
D 3

23S r

r wl
D 2

10.7G J . (47)

The parameterC is a function ofr rev , the radius of the reverse
flow region, namely,

C5S r rev

r wl
D F322S r rev

r wl
D G20.7, (48)

where the radius of the reverse flow region is a function of the
swirl intensity:

r rev50.023r wlV
0.33. (49)

Inlet Momentum Flux Ratio. The inlet momentum flux ratio is
required in order to predict the velocity field in the water leg~Eq.

Fig. 13 Local Split at Entry Region and Fluid Transfer for
q under Ìq 50
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~42!!. Following Chang and Dhir@13#, the inlet momentum flux
ratio for the LLCC is defined as~this definition is applicable to
every flow pattern!:

M5
2~q50r50!

2/Ais

~qunderrunder!
2/Awl

. (50)

The amount of oil entering the water leg depends on the spatial
distribution of the fluids at the inlet slot and the split-ratio, and it
defines the initial watercut in the water leg (lw,ini). This watercut
has to be calculated separately for every flow pattern.

The set of equations for calculatingM , lw,e andlw,ini for the
Oil-in-Water Dispersion and Water Layer flow pattern is given in

Table 2 Inlet Momentum Flux Ratio and Initial Watercut Calculation

Oil-in-Water Dispersion—Water Layer

qunder<q50 No oil flows into water leg

hw,is.0.5Lis q505Aisvw,is/2

lw,e512
vSOAin

~vSO1vSW!Ain2q50
2~12lw,d!~12SR!

qunder.q50
re5rwlw,e1ro(12lw,e)

M5
2~q50rw!2Awl

~q50rw1~qunder2q50!re!
2Ais

lw,ini512
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qunder
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2q50

2 Awl
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2 Ais

lw,ini512
vd,isWis~0.5Lis2hw,is!~12lw,d!

q50

q505vw,isWishw,is1vd,isWis(0.5Lis2hw,is)

r505
rwvw,isWishw,is1rdvd,isWis~0.5Lis2hw,is!

q50

qunder.q50 lw,e5lw,d2(12lw,d)(12SR); re5rwlw,e1ro(12lw,e)

M5
2~q50r50!

2Awl

~q50r501~qunder2q50!re!
2Ais

lw,ini512
vd,isWis~0.5Lis2hw,is!~12lw,d!1~qunder2q50!~12lw,e!

qunder

Oil-in-Water Dispersion

qunder<q50 q505Ain(vSW1vSO)/2

M5
2q50

2 Awl

qunder
2 Ais

; lw,ini5lw,in

q50Ain(vSW1vSO)/2
lw,e5lw,in20.52(12SR)lw,in

2

re5rwlw,e1ro(12lw,e)

qunder.q50 M5
2~q50rm!2Awl

~q50rm1~qunder2q50!re!
2Ais

lw,ini512
q50~12lw,in!1~qunder2q50!~12lw,e!

qunder

Double Oil-in-Water Dispersion

q505Ain(vSW1vSO)/2

qunder<q50 M5
2q50

2 Awl

qunder
2 Ais

lw,ini5122a(12lw,in)

q505Ain(vSW1vSO)/2; r505rwlw,l1ro(12lw,l)
lw,e5lw,u2(12lw,u)(1.052SR)lw,in

2

re5rwlw,e1ro(12lw,e)

qunder.q50 runder5
r50q501~qunder2q50!re

qunder

M5
2~r50q50!

2Awl

~runderqunder!
2Ais

lw,ini512
2aq50~12lw,in!1~qunder2q50!~12lw,e!

qunder
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the upper part of Table 2. The same equations are used for Strati-
fied flow, replacing the dispersion variables with the oil variables.
The second part of Table 2 includes the set of equations for cal-
culating M , lw,e and lw,ini for the Oil-in-Water Dispersion and
Double Oil-in-Water Dispersion flow patterns.

It is important to notice that the equations for the watercut in
the entry region,lw,e , are empirical expressions based on data.
On the other hand, the initial watercut in the water leglw,ini
results from mass balances between the oil and water flow rates
entering either from the inlet or from the oil leg.

Droplet Trajectory. With the determination of the tangential
velocity and the axial velocity profiles, and considering no radial
flow of the continuous-phase, the oil droplet trajectory for a given
droplet diameter is calculated, as proposed by Mantilla et al.@14#.

The relative~slip! velocity between the water-phase and the oil
droplet is:

vo,slip5S 4~rm2ro!dod

3rwCD
D 1/2 Fg21S vu

r D 2G1/4

. (51)

The axial and radial components of the slip velocity are:

vz,o,slip5S 4~rm2ro!dod

3rwCD
D g

vo,slip
, (52)

v r ,o,slip5S 4 ~rm2ro!dod

3rwCD
D vu

2

rvo,slip
. (53)

The drag coefficient is calculated as:

CD50.361
24

Reod
15.48 Reod

20.573. (54)

The Reynolds number in this case is defined based on the mixture
properties, the relative velocity and the oil droplet diameter, as
follows:

Reod5
rmvo,slipdod

mm
. (55)

The trajectory of the droplet is computed by the numerical inte-
gration of the following equation:

z5E
r wl

r S vz2vz,o,slip

v r ,o,slip
Ddr. (56)

Droplet Size Distribution. Crowe @15# and Karabelas@16# re-
ported the use of the Rosin-Rammler droplet-size distribution ex-
pression. The Rosin-Rammler expression providesncum, the cu-
mulative volume fraction, as a function of the droplet diameter,
dod . Using the maximum oil droplet diameter as the droplet char-

acteristic diameter, considering thatncum (dod,max) is 0.999, and
taking an average value for the exponent n, the Rosin-Rammler
distribution becomes:

Vcum512expF26.9077S dod

dod,max
D 2.6G . (57)

Figure 14 shows a typical plot of the oil droplet size distribution,
as predicted by Eq.~57!. The oil droplet diameter is plotted versus
the Rosin-Rammler cumulative oil volume fraction. The maxi-
mum droplet diameter defines the entire distribution. In this study,
the minimum droplet diameter is used as a limiting value. No
droplets smaller thandod,min are considered to exist in the flow,
even though the distribution might indicate their existence.

Calculation Procedure. In the water leg, the swirling motion
promotes the migration of the oil droplets to the center region of
the pipe. The oil droplets that reach the reverse flow region at the
center of the pipe are carried upwards, and they are separated into
the oil leg. By analyzing oil-droplet trajectories in the water leg, it
is possible to determine the droplets that will not be separated but
rather carried under, thereby, enabling the determination of the
underflow purity.

The liquid flowing in the water leg loses oil continuously, as it
moves downward, because the bigger oil droplets migrate to the
reverse flow region, separate, and move to the oil leg. Thus, the
continuous-phase properties are modified due to the oil removal
process. In order to model this phenomenon appropriately, the
water leg is divided into small vertical segments, from the middle
of the inlet to the middle level of the water outlet, as shown in Fig.
15, and the following procedure is carried out.

The first segment corresponds to the top of the water leg. The
local watercut of the liquid entering the water leg,lw,ini , is
known from the inlet analysis. Thus, the liquid mixture properties
in the first segment are calculated as follows:

lw~1!5lw,ini , (58)

rm~1!5rwlw~1!1ro~12lw~1!!
(59)

mm~1!5mwlw~1!1mo~12lw~1!!.

By applying the droplet trajectory model, a trial and error scheme
is used to determine the size of the oil droplet that reaches the
reverse flow radius exactly at the lower end of the first segment,
dod,sep(1), asshown in Fig. 15. Droplets bigger than this size are
able to reach the reverse flow and are separated. Droplets smaller
than dod,sep(1) will remain in the flow, going downwards, and
will pass to Segment 2. The determineddod,sep(1) is introduced
into the droplet-size distribution, Eq.~57!, to obtain the volumet-
ric fraction of oil remaining in the flow,ncum(2). This volumetric
fraction determines the watercut for Segment 2, as:

lw~2!512~12lw,ini !Vcum~2!. (60)

The properties of the liquid in Segment 2 are calculated based on
the watercutlw(2), asfollows:

rm~2!5rwlw~2!1ro~12lw~2!!
(61)

mm~2!5mwlw~2!1mo~12lw~2!!.

Again, the droplet trajectory model is applied in order to calculate
the diameter of the oil droplet that reaches the reverse flow region
exactly at the end of Segment 2,dod,sep(2). The droplets are
released at the middle of the inlet slot and they pass through
Segment 1 and 2, taking into account the different properties of
the continuous medium in each of these segments. Droplets bigger
than the diameter calculateddod,sep(2) are separated from the
downward liquid flow, while the smaller ones pass to Segment 3.
Thus,dod,sep(2) is used in the Rosin-Rammler distribution to cal-
culate the watercut and properties for Segment 3.

This procedure is repeated for all the segments until the bottom
of the water leg is reached. At this point, the calculated watercutFig. 14 Rosin-Rammler Droplet Size Distribution
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of the liquid leaving the LLCC through the water outlet is the
watercut in the underflow, determination of which is the objective
of the LLCC model.

5 Results and Discussion
Comparison between the experimental data and model predic-

tions for each flow pattern are presented.

Stratified Flow. Figure 16 shows the experimental data along
with the results predicted by the LLCC model for superficial water
velocities of 0.2 and 0.1 m/s and superficial oil velocity of 0.05
m/s. The points in the figure represent the experimental data and
the continuous lines are the model predictions. As can be ob-
served, the agreement between the mechanistic model predictions
and the experimental data is very good both with respect to the
maximum split-ratio for 100% watercut, aroundSR560%, and
for higher split-ratios with lower watercuts.

Oil-in-Water Dispersion—Water Layer Flow. This is the
most observed flow pattern in the studied operational region. A
typical comparison between experimental data and model predic-
tions is shown in Fig. 17 for a water superficial velocity ofvSW
50.4 m/s and superficial oil velocities between 0.025 and 0.2 m/s.
As can be seen the agreement between the model predictions and
the experimental data is very good with respect to optimal split-
ratio for 100% watercut and higher split-ratios.

Double Oil-in-Water Dispersion Flow. The experimental
data versus model predictions comparison for data acquired under
this flow pattern is presented in Fig. 18, for superficial water ve-
locity of about 0.6 m/s and several superficial oil velocities. The
comparison reveals excellent agreement between the data and the
model. This includes the prediction of the maximum split-ratios
that yield 100% watercut in the underflow. For the Double Oil-in-
Water Dispersion flow pattern, this optimal split-ratio is lower, as
compared to the Stratified flow pattern. Also, the model follows
well the trend of the data, where the optimal split-ratio decreases
with increasing oil superficial velocity, from 50% atvSO
50.2 m/s to 20% forvSO50.4 m/s.

Oil-in-Water Dispersion Flow. Figure 19 shows the com-
parison results for this flow pattern. The superficial water velocity
is about 1 m/s, while the superficial oil velocity varies from 0.058
to 0.32 m/s. The agreement between the data and the model pre-
dictions is very good for this case, too. Similar to the Double
DO/W flow, with increase in oil superficial velocity, the maximum
split-ratio for 100% watercut in the underflow decreases.

6 Conclusions
The following are the conclusions of this study:

• The Liquid-Liquid Cylindrical Cyclone~LLCC! compact
separator has been proven to perform as a free water knockout
device. No complete oil-water separation occurs in the LLCC.
Rather, it delivers a clean water stream in the underflow and an oil
rich stream in the overflow.

• A total of 260 runs have been conducted for the LLCC for
water-dominated flow conditions. Four different flow patterns in
the inlet have been identified, namely: Stratified flow; Oil-in-
Water Dispersion and Water Layer flow; Double Oil-in-Water Dis-
persion flow; and Oil-in-Water Dispersion flow. The reported data
includes the watercut in the underflow as function of the split ratio
for each of the existing flow pattern.

• There exists an optimal split-ratio, where the underflow water
flow rate is maximum, with 100% watercut. The value of the
optimal split-ratio varies, depending upon the existing inlet flow
pattern. For the Stratified and Oil-in-Water Dispersion—Water
Layer flow patterns it is about 60%. For the Double Oil-in-Water

Fig. 15 Schematic of Water Leg Separation Calculation
Procedure

Fig. 16 Comparison between Data and Model Predictions for
Stratified Flow

Fig. 17 Comparison between Data and Model Predictions for
DOÕW and Water Layer Flow
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Dispersion and Oil-in-Water Dispersion flow patterns, the optimal
split-ratio ranges from 50% to 20%, decreasing with the increase
of oil content in the inlet.

• A novel mechanistic model, consisting of several sub-models,
has been developed for prediction of the complex flow behavior in
the LLCC and its separation performance. Comparison between
the experimental data and the LLCC model predictions shows an
excellent agreement. The model is capable of predicting both the
trend of the experimental data as well as the absolute measured
values.
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Nomenclature

A 5 cross sectional area (m2)
C 5 constant or coefficient~-!

CD 5 drag coefficient~-!
d 5 diameter~m!
f 5 friction factor ~-!
g 5 acceleration due to gravity (9.81 m/s2)
h 5 layer height~m!
L 5 length ~m!

M 5 inlet momentum flux ratio~-!
n 5 exponent
P 5 pressure~Pa!

q 5 volumetric flow rate (m3/s)
r 5 radius~m!

Re 5 Reynolds number~-!
S 5 perimeter~m!

SR 5 Split-ratio
Vcum 5 cumulative volume fraction~-!

v 5 velocity ~m/s!
W 5 width ~m!
x 5 horizontal distance~m!
z 5 vertical distance~m!

Greek Letters

l 5 no-slip holdup~-!
m 5 viscosity ~Pa-s!
V 5 swirl intensity ~-!
r 5 density (Kg/m3)
s 5 interfacial tension~N/m!
t 5 shear stress (N/m2)

Subscripts

d 5 dispersion
e 5 entry region
i 5 interface

in 5 inlet
is 5 inlet slot
l 5 lower

m 5 mixture
max 5 maximum
min 5 minimum

N 5 nozzle
o 5 oil phase

od 5 oil droplet
rev 5 reverse flow region
sep 5 separated
SO 5 superficial oil
SW 5 superficial water

t 5 tangential
T 5 total

under 5 underflow
w 5 water phase
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The Modeling of Thin Liquid
Films Along Inclined Surfaces
This paper is concerned with the analysis of thin and ultra-thin liquid films. The results
are applicable to various geometrical and kinematic conditions, including both stationary
and moving surfaces. The new results obtained in this work include: • the derivation of an
analytical solution for the evolution of film thickness over the entire multiscale range,
from the liquid free surface to the asymptotic (disjoining-pressure controlled) region, and
for any surface inclination angle between 0 deg and 90 deg, • the formulation of a method
to deduce the Hamaker constant based on a single measured value of film thickness at the
beginning of the disjoining-pressure-controlled region, applicable to any inclination
angle, • the explanation of the reasons why the thickness of liquid films on moving
surfaces is normally beyond the range of Van der Waals forces, • the formulation of an
expression for the nondimensional asymptotic film thickness as a function of the capillary
number; this new result explicitly accounts for the effect of gravity on the average film
velocity. @DOI: 10.1115/1.1777228#

Introduction
The physics of thin and ultra-thin films formed along solid sur-

faces has been investigated before by various authors@1–7#, in-
cluding both stationary films and liquid spreading induced by sur-
face motion. In the case of stationary films, the issues of interest
include the characteristics of the capillary region and the macro-
scopic contact angle, the development of ultra-thin~nanometer
range! films by fully wetting fluids, and thin-film evaporation. A
primary question in the case of surface-motion-induced coating is
concerned with the effect of surface velocity on film thickness.

One of the major difficulties in the analysis of thin films spread-
ing at fully wetting conditions is due to the film thickness range
that covers scales from millimeters to nanometers. A typical ap-
proach is based on making approximations for the transition re-
gion and adjusting parameters such as the Hamaker constant, to
obtain the ultra-thin film thickness that matches the measured val-
ues. A new approach, leading to a consistent theoretical model and
the associated computational method, that allows one to accu-
rately predict the film thickness over the entire multi-scare range,
for the surface inclination angles from nearly horizontal to verti-
cal, is presented in this paper.

The method utilizing the spreading of a uniform thin liquid
layer over a slowly moving solid surface is a widely used coating
technology. Because of the small thickness of the moving film, the
existing models normally ignore details of liquid flow inside the
film. As it is shown in the last section of the present paper, using
a rigorous approach to film fluid mechanics, a more complete
analytical model can be derived, together with an efficient solu-
tion method. This new model proves useful for explaining the
effect of surface velocity on the liquid film thickness and, further-
more, shows the importance of accounting for velocity distribu-
tion across the film on film thickness predictions.

Problem Formulation
Let consider a solid flat plate partially immersed in a pool of

wetting liquid, as shown in Fig. 1.
If the liquid completely wets the substrate material, the entire

surface will be coated by a thin film, even if the wall is stationary.
In the case of a moving surface, coating is expected even if the
wetting conditions are beyond the range of Van der Vaals forces.
An interesting issue, both theoretically and practically, is con-

cerned with the thickness of the resultant coating, for various wall
configurations~inclination angles! and velocities.

The purpose of this paper is to formulate a mathematical model
and method, applicable to various geometrical and kinematic con-
ditions over the entire film length, from the liquid surface at the
film inception and through the capillary, transition and disjoining-
pressure-dominated regions. Also, a general computational ap-
proach is presented allowing for accurately determining the film
thickness over the entire film spreading range. It is shown that the
proposed method allows one to accurately determine the Hamaker
constant based on the measured stationary film thickness at the
beginning of the asymptotic film region. A rigorous analytical
derivation is also shown for the asymptotic~uniform! film thick-
ness along a moving wall, including the effect of gravity. The
results for both stationary and moving wall cases are applicable to
an arbitrary wall inclination angle, from horizontal to vertical.

The numerical examples shown in the paper to illustrate the
proposed approach are based on the properties of Hexane on a
Silicone substrate. The specific properties of interest here are:

• density:r5660 kg/m3,
• dynamic viscosity:m52.8 1024 kg/m-s,
• surface tension:s51.84 1022 N/m.

Stationary Film on a Vertical Wall
In order to introduce the proposed modeling concepts, let us

first consider a liquid film spread along a fully wetted stationary
vertical wall, shown in Fig. 2.

A general equation governing the axial thickness distribution of
the liquid film along the wall is@2#

d~sK1F!

dx
5rg (1)

whereK is the curvature of the film surface

K5
d9

~11d82!3/2 (2)

andF represents the disjoining pressure at the liquid-vapor inter-
face, given by

F5
B

dn (3)

where B is the Hamaker constant andn is disjoining pressure
exponent~typically, n54).
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Equation~1! is subject to the following boundary conditions:

lim
x→0

d5d in ; lim
x→0

d852`; lim
x→0

d9

~11d82!3/25Kin (4)

Integrating Eq.~1! with the boundary conditions given by Eq.
~4! yields

d9

~11d82!3/25
rg

s
x2

B

s S 1

dn2
1

d in
n D 1Kin (5)

For a large area of the free surface,d in5 lim
x→0

d(x)5` andKin

50, so that Eq.~5! simplifies to

d9

~11d82!3/25
rg

s
x2

B

s

1

dn (6)

Equation~6! does not have a closed-form analytical solution.
Numerical solutions are complicated by the fact that both associ-
ated boundary conditions refer to the ‘‘infinity’’ limits

lim
x→0

d~x!5`; lim
x→0

d8~x!52` (7)

Alternatively, one of the boundary conditions in Eq.~7! can be
replaced by the asymptotic limit of the final film thickness, again
at infinity. In particular, the following boundary conditions can be
used in place of those in Eq.~7!

lim
x→0

d~x!5`; lim
x→`

d~x!50 (8)

Another, even more profound, difficulty of solving Eqs.~6! and
~7! ~or Eqs. ~6! and ~8!! is due to the fact that, over the entire
range of liquid film, the model encompasses regions of dramati-
cally different scales, from mm~in the initial capillary region! to
nm ~in the asymptotic region where the Van der Vaals forces are

dominant!. It turns out that a consistent and accurate solution to
this problem can be obtained by introducing yet another, interme-
diate region, where both the capillary and disjoining pressures are
important.

Meniscus Region. First, let us take a look at the intrinsic
meniscus, which is defined as the portion of meniscus governed
by the Young-Laplace equation with the effects of disjoining pres-
sure being negligible. In this case, Eq.~6! simplifies to

d9

~11d82!3/25
rg

s
x (9)

Integrating Eq.~9! with the boundary condition, lim
x→0

d8(x)5

2`, yields

dd

dx
5

x222a2

xA4a22x2
(10)

wherea5As/rg is the capillary length.
The limiting range for Eqs.~9! and ~10! is determined by the

value ofx where the slope becomes zero

x* 5&a5A2s

rg
(11)

Integrating Eq.~10!, we obtain

d~x!5d02A4a22x21a ln
2a1A4a22x2

x
1A4a22x0

2

2a ln
2a1A4a22x0

2

x0
(12)

wherex0,x* is a reference distance~yet to be determined! and
d05d(x0) is the corresponding film thickness.

As can be seen, in order to determine the film thickness in the
meniscus region from Eq.~12!, the values ofx0 andd0 must be
found first. On the other hand, Eqs.~9! and ~10!, respectively,
directly provide the slope and curvature of the film in this region.

The result obtained for a Haxane film on a Silicone substrate is
shown in Fig. 3.

Transition Region. In order to determine bothx0 andd0 , we
notice that using Eq.~9! at x5x0 yields

K05
x0

a2 (13)

On the other hand, including the effect of disjoining pressure,
we obtain from the complete model given by Eq.~6!

K05
x0

a22
B

sd0
n (14)

Thus, the selected point of reference must be such that

B

sd0
n 5«

x0

a2 (15)

where 0,«!1. As can be seen, the specific choice of« will
control the error of the present method. Thus, the desired accuracy
of calculations can be predetermined for any specific case.

Since Eq.~15! includesx0 andd0 , both of which are yet to be
determined, the missing boundary condition must be provided by
matching the capillary solution with the solution of the full equa-
tion, Eq.~6!. The difficulty here is in that the boundary condition
of interest is referred to an infinite distance from the origin,
lim
x→`

d50. Since, as mentioned before, Eq.~6! does not have a

closed-form analytical solution, a practical approach is to develop
a numerical method of solution. One possible method is to define
the transition location as

Fig. 1 Fluid in contact with an inclined moving surface

Fig. 2 Stationary film along a stationary vertical wall

566 Õ Vol. 126, JULY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



x05x* ~12g!5~12g!A2s

rg
(16)

and iterate on the values of 0,g,1 until the asymptotic bound-
ary condition is met.

The results obtained for a Hexane film spreading along a verti-
cal Silicone substrate are shown in Fig. 4. In these calculations,
the Hamaker constant was,B51.0310230 Jm, The desired accu-
racy was determined by choosing«50.005~see Eq.~15!!.

In order to demonstrate the accuracy of the proposed method,
Fig. 5 shows a comparison between the film thickness calculated
using different assumed values of« in Eq. ~15!. As can be seen,
whereas the location of the onset of the transition region,x0 , and
the corresponding film thickness,d0 , depend on the assumed ac-
curacy, the predicted film thickness,d(x), is practically the same
for all assumed values of«. In particular, the film thickness atx
5x* 50.002385 m isd(x* )'190 Å, and it decreases tod(x1)
'160 Å when the effect of film curvature becomes negligible~at
an approximate distance,x2x* 50.000012 m).

It is important to point out that a measure of the accuracy of the
results shown in Figs. 4 and 5 is the difference between the values
of curvature calculated at both sides ofx5x0 . Specifically:
K(x0

2)5x0 /a2 and K(x0
1)5x0 /a2(12«), so that @K(x0

2)
2K(x0

1)#/K(x0
2)5«!1. Sinceu(x02x* )/x* u5g!1, it can be

assumed that

K~x0!'
x*

a2 (17)

However, because of a dramatic reduction in the surface curva-
ture in the transition region, the actual value of curvature atx*
may only be about 50% or less ofK(x0) ~see Fig. 4!.

Furthermore, it is interesting to notice that the rigorous numeri-
cal approach to the transition region, presented above, can be
replaced by an estimate obtained by rewriting Eq.~6! as

d9

~11d82!3/25
rg

s
~x2x0!2

B

s S 1

dn2
1

d0
nD 1K0 (18)

and assuming that in the transition regionud8u!1 and ux2x0u
!a2K0 . Consequently, Eq.~18! can be simplified to

d95K02
B

s S 1

dn2
1

d0
nD (19)

Multiplying both sides of Eq.~19! by d8 and integrating, we
obtain

~d8!2

2
5S K01

B

s

1

d0
nD d2

B

s~n21!

1

dn21 1C (20)

Fig. 3 Meniscus slope and curvature profiles for a Haxane film
on Slicone substrate

Fig. 4 Fim thickness, slope and curvature profiles in the tran-
sition region
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Assuming that at the end of the transition region~where
d(x1)5d1), the following conditions are satisfied:d9(x1)!K0

and ud8(x1)u!B/@s(n21)d1
n21#, Eqs.~19! and ~20! yield

K02
B

s S 1

d1
n2

1

d0
nD 50 (21)

S K01
B

s

1

d0
nD d1

B

s~n21!

1

d1
n 1C50 (22)

Calculatingd1 andC from Eqs.~21! and~22!, and substituting
the results into Eq.~20!, we obtain

~d8!2

2
'S K01

B

s

1

d0
nD d1

B

s~n21!

1

dn212
4B

3s S sK0

B
1

1

d0
nD 121/n

(23)

Taking into account that the solutions for the capillary and tran-
sition regions should assure the continuity of film thickness and its
rate of change atx5x0 , and using Eq.~15! for the curvature error
control, the combined Eqs.~10!, ~15! and~23! can now be solved
for x0 , d05d(x0), d8(x0) andK0 . Comparing the results against
those shown in Fig. 5 indicates that the simplified approach yields
accurate values of film thickness at the end of the transition re-
gion, d1 ~obtained from Eq.~21!!. However, this method does not
provide information about the length of the transition region itself.
Practically, the only way to determine the film thickness distribu-
tion in the transition region,d(x) for x0,x,x1 , and in particular,
d(x* ), is to use the numerical solution illustrated in Fig. 5.

Asymptotic Nano-Region. Although, theoretically speaking,
the film calculations along the wall could continue using the full
model given by Eq.~6!, the accuracy of the numerical solution
diminishes as the curvature term (d9) becomes negligible. Hence,
a more efficient, and still very accurate, approach is to use an
asymptotic formula obtained from Eq.~18!. Specifically, since for
x>x1 , K(x)!K0 , Eq. ~18! can be simplified to

rg

s
~x2x0!2

B

s S 1

dn2
1

d0
nD 1K0'

rg

s
~x2x1!2

B

s S 1

dn2
1

d1
nD 50

(24)

Solving Eq.~24! for d(x), we obtain

d~x!5Frg~x2x0!1sK0

B
1

1

d0
G21/n

'Frg

B
~x2x1!1

1

d1
G21/n

(25)

wherex0 andd0 are determined from the analysis discussed in the
previous section.

Stationary Film on an Inclined Wall
The analysis presented in the previous section can be readily

extended to the case of a plate inclined at an arbitrary angle with
respect to the liquid free surface, as shown in Fig. 6.

For a given plate inclination angle,u, the limiting value for the
extent of the initial capillary region can be determined from Eq.
~10! as

~x* !222a2

x* A4a22~x* !2
52cotu52G (26)

Solving Eq.~26! for x* yields

x* 5&aA12
G

A11G2
(27)

Since the film thickness evolution is now considered with re-
spect toz rather thanx, an appropriate change of variables is
necessary. In particular, the following expression can be derived
for the rate of film thickness change

dd

dz
5

dd

dx
sinu1cosu

sinu2
dd

dx
cosu

(28)

For x.x0 , the film thickness in the transition region is gov-
erned by a modified Eq.~6!, converted fromx to z as an indepen-
dent variable.

The current problem can either be solved numerically using Eq.
~15! or, alternatively, an approximated solution can be obtained
using the simplified approach discussed before. Typical results of
the calculated film thickness at the and of the transition region,d1
~see Eq.~21!!, for Hexane/Silicone and various plate inclination
angles, are shown in Fig. 7. It is interesting to notice that forB
51.0310230 Jm andu590° the predicted value,d15160 Å, is
the same as that obtained solving numerically a complete model
for a vertical wall and shown in Fig. 5.

Figure 7 also shows a comparison between the present model’s
predictions and the experimental data for a 4° inclination angle
@8#. As can be seen, the appropriate value of the Hamaker constant
for this case is,B53310231 Jm. It is important to notice that for
any given measured value ofd1 , an accurate estimate of the Ha-
maker constant can be obtained from Eq.~19!. Specifically, taking
into account thatd1

n!d0
n , Eq. ~21! yields

B'sK0d1
n (29)

The calculated values ofK0 for various wall inclination angles
are shown in Fig. 8. In fact, the arbitrariness in definingK0 and
difficulties associated with measuring the film curvature seem to
be the main reasons for a wide spectrum of values proposed for
the Hamaker constant for individual materials~for example, see
Refs. @1# and @8#!. In particular, it follows from Fig. 8 that the

Fig. 5 The effect of assumed accuracy on the calculated film
thickness

Fig. 6 Fluid in contact with an inclined stationary plate
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value of K0 for a 4° inclination angle, corresponding toB53
310231 Nm2, is K0541 m21. On the other hand, for the value,
K0595 m21, that was assumed~rather than calculated! in Ref.
@8#, the predicted Hamaker constant wasB51310230 Nm2.

SinceK0 can be determined with a good accuracy in terms of
just two fluid properties: surface tension and density~from the
combined Eqs.~17!, ~27!, and~29!!, it is practically independent
of B. Thus, the present method can indeed serve as an accurate
vehicle for deducing the Hamaker constant based on the measured
film thickness at the end of the transition, and the beginning of the
asymptotic, regions.

Flow Conditions
Let us now consider a film-coating problem, where a thin film

of fluid clings to the plate which is drawn vertically through a
liquid pool with a constant velocity,U0 . As shown in Fig. 9,
starting from the free surface, the overall film length can be di-
vided into two regions. In the initial~normally very short! region
above the surface~Region-I, extending fromx50 to x5xc), the
motion of the plate has a negligible effect on the shape of the
meniscus line. As soon as the liquid layer becomes sufficiently
thin, the free surface starts moving~Region-II, forx.xc), follow-
ing the plate with a gradually increasing average velocity as the
film gets thinner.

The meniscus region between the free surface (x50) and the
onset of motion at the film surface (x5xc) is very short~typically,
of the order of no more than a few millimeters!, whereas its thick-

ness changes dramatically. The velocity field in the submerged
portion of the liquid~for x,0) depends on the liquid depth and
the plate velocity, and the net flow in the upward direction is
governed by the ability of the combined wall shear and capillary
forces to counterbalance the effect of gravity. Although a detailed
multidimensional liquid velocity field driven by the moving plate
wall ~including the boundary layer development! is somewhat
complicated, when approaching the onset of motion point (x
5xc), the velocity profile gradually assumes the shape shown in
Fig. 9.

Since the moving film in Region-II is thin, its motion can be
described by a unidirectional momentum equation along the sur-
face. Specifically, we write

]tyx

]y
52

]~sK1F!

]x
1rg (30)

As long as the film is sufficiently thin, the flow inside the film
is going to be laminar~the validity of this assumption will be
confirmed later in this Section!. Thus, the shear stress across the
film can be expressed as

tyx5m
]u~y!

]y
(31)

Substituting Eq.~31! into Eq.~30! gives the following equation
for the two-dimensional axial film velocity~along the plate wall
and across the film!

Fig. 7 Film thickness in the transition region for different plate
inclination angles

Fig. 8 Effect of plane inclination angle on film surface curva-
ture at the beginning of the transition region

Fig. 9 Schematic of liquid film formation along a vertical mov-
ing plate submerged in a liquid pool
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m
]2u

]y2 52
]~sK1F!

]x
1rg (32)

Ignoring the gas/liquid interfacial shear at the free surface of
the film, yields

u~x,y!5U02
3

2 S U02
Q

d~x! D F2
y

d~x!
2S y

d~x! D
2G (33)

for x.xc , whereQ is the volumetric flow rate of the liquid per
unit width of the film ~yet to be determined!.

It follows from Eq. ~33! that

u@xc ,d~xc!#50 (34)

andu(x,y).0 for x.xc .
Substituting Eq.~33! into Eq. ~32!, we write

d~sK1F!

dx
5rg23m

U02
Q

d

d2 (35)

As x increases, the film thickness approaches a constant
asymptotic value that satisfies the equation

rg

3m
d`

3 2U0d`1Q50 (36)

Combining Eqs.~35! and~36!, and assuming a constant surface
tension,s, we obtain

d3
d~sK1F!

dx
5

rg

s
~d32d`

3 !2
3m

s
U0~d2d`! (37)

or

d3
d~sK1F!

dx
5@rg~d21dd`1d`

2 !23mU0#~d2d`! (38)

whereF is given by Eq.~3! with n54.
In the asymptotic region of the flowing film, Eq.~38! can be

approximated by

sd`
3

d3d

]x3 2
4B

d`
2

dd

]x
13~mU02rgd`

2 !~d2d`!50 (39)

A general solution of Eq.~39! is

d~x!5d`1C1eb1x1C2eb2x1C3eb3x (40)

As can be seen, the properties of the solution given by Eq.~40!
depend on the sign of the term,r 5mU02rgd`

2 . Let us first as-
sume that the asymptotic film thickness is driven by the disjoining
pressure and, thus, is in the nanometer range. In this case, Eq.~39!
simplifies to

4B

d`
2

dd

]x
23~mU02rgd`

2 !~d2d`!50 (41)

The existence of an asymptotic steady film thickness requires
that r ,0. Using the material properties given in Section 1, we
conclude that ford`<1027 m, the corresponding surface velocity
would have to be,U0,2.31•1027 m/s. Thus, for all practical
purposes, it can be assumed that the asymptotic film thickness
along a moving~vertical! surface is beyond the range of Van der
Vaals forces.

The corresponding solution can be obtained by replacing Eq.
~39! by

d3d

]x3 1b3~d2d`!50 (42)

where

b5F 3

s S mU0

d`
3 2

rg

d`
D G1/3

(43)

Now, the exponents in Eq.~40! become

b152b52F 3

s S mU0

d`
3 2

rg

d`
D G1/3

, b2,350.5~16) !b (44)

Since in the present case,b.0, we conclude that the film can
reach an asymptotic constant thickness only ifC25C350. This,
in turn, implies that the solution of Eq.~42! is

d~x!5d`1C1e2bx (45)

The constant,C1 , can be determined by matching the solutions
for the initial capillary region, where the wall velocity has no
effect of the film thickness, against that given by Eq.~45! for the
flow region.

The film thickness in the static meniscus region is~see Eq.~12!!

d~x!52A4a22x21a ln
2a1A4a22x2

x
1C (46)

This solution is valid as long as the motion of the meniscus
layer surface is neglected, i.e., forx<xc , wherexc satisfies Eq.
~34!.

Combining Eqs.~33!, ~34! and ~46! yields

dc5d~xc!53d`2
rg

mU0
d`

3 (47)

Now, the matching conditions can be written as

d~xc
2!5d~xc

1!,
dd

dxU
x

c
2

5
dd

dxU
x

c
1

,
d2d

dx2U
x

c
2

5
d2d

dx2U
x

c
1

(48)

Using Eqs.~45!, ~46!, ~47! and ~48!, the integration constants,
C andC1 , can be determined, together with the asymptotic film
thickness,d` , and the location of critical distance,xc . Thus, the
entire film thickness,d(x) for xP(0,̀ ), can be determined from
Eq. ~46! ~for x<xc) and Eq.~45! ~for x.xc). Typical results for
different surface velocities are shown in Fig. 10.

The model discussed in this section can be used to obtain non-
dimensional characteristics of thin film coatings in the asymptotic
region, applicable to any film and surface materials. Specifically,
introducing the nondimensional asymptotic film thickness and the
capillary number, respectively, as

D5
d`

a
5d`Arg

s
(49)

Ca5
mU0

s
(50)

Fig. 10 The effect of surface velocity on liquid film thickness
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the solution of the present model can be plotted as a function,D
5 f (Ca), as shown in Fig. 11~a!. The same function is plotted in
Fig. 11~b! using a ln-ln scale.

As can be seen, the result shown in Fig. 11~b! can be described
with a very good accuracy by a linear function

ln~D!520.127110.555 ln~Ca! (51)

Eq. ~51! can be also rewritten as

D5b~Ca!v (52)

whereb50.880 andv50.555.
Equation~41! was obtained from Eq.~39! assuming thatd(x)

'd` in the asymptotic region. Actually, the film thickness
changes gradually fromd(xc) to d` . In the present case, the
average value ofd(x) in the asymptotic region was aboutdav
51.25d` , over the entire analyzed range of surface velocities
from 0 to 2 m/s. In order to quantify the uncertainty associated
with the treatment of the asymptotic region in the present model,
and to improve the accuracy of predictions of the average film
thickness in this region, another series of calculations was also
performed in which the previously used assumption was replaced
by

d21dd`1d`
2 'dav

2 1davd`1d`
2 53.81d`

2 (53)

Consequently, Eq.~41! has been modified as follows

4B

d`
2

dd

]x
2~3mU023.81rgd`

2 !~d2d`!50 (54)

The predicted updated nondimensional asymptotic film thick-
ness,D* , is also shown in Figs. 11~a! and 11~b!. The correspond-
ing modified functional form is

ln~D* !520.201710.551 ln~Ca! (55)

Eq. ~55! is equivalent to Eq.~52! with b50.817 andv50.551.

As can be seen, the difference between the modified and origi-
nal results is about 6%. Thus, the proposed model is not very
sensitive to details of the initial film thickness distribution in the
asymptotic region.

Integrating Eq.~33! over the film thickness yields the following
expression for the volumetric film flow rate~per unit width!

Q5U0aDS 12
D2

3CaD (56)

The corresponding average film velocity can be calculated from

U f ,`5
Q

d`
5U0S 12

D2

3CaD (57)

In order to determine flow conditions inside the film, one can
use the Reynolds number defined with respect to the moving plate
wall

Ref5
~U02U f ,`!d`

n
5

U0d`

n

D2

3Ca
5

a3g

n2

b3

3
~Ca!3v (58)

Applying a standard criterion for wave-free laminar films as

Ref,Rec'30 (59)

and taking the updated constants,b50.817 andv50.551~corre-
sponding to Eq.~55!!, yields the critical value of the capillary
number,Cac50.0116. Using the properties of Hexane, listed on
p. 2, the above-given condition translates into the following lim-
iting condition on the plate velocity:U0,0.76 m/s. As can be
seen, the asymptotic film remains smooth laminar for a broad
range of moving plate velocities. However, it should be mentioned
that the value of the Reynolds number near the onset of film
motion ~defined before asx5xc) is larger than that in the
asymptotic region. Thus, for some situations satisfying the condi-
tion given by Eq.~59!, the moving film may assume a wavy
laminar initial structure, to eventually reach a smooth waveless
laminar flow pattern.

It is interesting to mention that the functional form of Eqs.~52!
is similar to the expression reported by Probstein@7#. However,
the numerical coefficients are different; according to Probstein,
b50.946 andv52/3. One reason for that is that whereas earlier
models ignored the effect of gravity~thus, a uniform velocity
across the film was assumed, equal to the surface velocity,U0 ,
and consequently, the film flow rate was,Q5U0d`), the present
model explicitly accounts for this effect. As a result, the average
film velocity obtained from the parabolic velocity profile is given
by Eq. ~57!.

Using the properties of Hexane and assuming a surface velocity
of U050.76 m/s, the nondimensional asymptotic film thickness
obtained from Eq.~55! is Dactual50.0701, whereas the simplified
model of Probstein@7# gives Dsimplified50.0484. Thus, the error
associated with the latter is,uDsimplified2Dactualu/Dactual3100%
'31%. As it can be readily noticed, the difference between the
simplified model and the present, more detailed, model increases
with decreasing wall velocity, to 40% forU0'0.23 m/s, and to
50% for U0'0.05 m/s.

Whereas the analysis given in this Section has been performed
for a vertical moving plate, it can be readily extended to a surface
moving at any inclination angle between 0° and 90°. In particular,
if the effect of gravity in Eq.~33! becomes negligible,U f→U0 ,
as in the model given by Probstein@7#.

Conclusions
A theoretical model of thin and ultra-thin films has been pre-

sented, applicable to various geometrical and kinematic condi-
tions. This model allows one to determine the film thickness over
the entire film length, from the liquid surface at the film inception
and through the capillary, transition and asymptotic~disjoining-

Fig. 11 Nondimensional asymptotic thickness of thin film
coating as a function of the capillary number. „a… linear scale;
„b… logarithmic scale
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pressure-dominated! regions. Also, a general computational
method has been developed to accurately compute the film thick-
ness along a solid wall submerged in a liquid.

The new results obtained in this work for stationary films
include:

• the accurate evaluation of ultra-thin film thickness at the be-
ginning of the asymptotic~disjoining-pressure controlled! region,
over the full range of surface inclination angles, from 0 to 90 deg,

• the formulation of a method to deduce the Hamaker constant
based on a single measured value of film thickness at the begin-
ning of the disjoining-pressure-controlled region, applicable to
any inclination angle.

Furthermore, the fluid mechanics of liquid films over moving
surfaces has also been investigated. The major results are:

• the derivation of an analytical solution for the evolution of
film thickness over the entire range from the liquid free surface to
the asymptotic region,

• the explanation of the reasons why the thickness of liquid
films on moving surfaces is normally beyond the range of Van der
Waals forces,

• the formulation of a relationship between the nondimensional
asymptotic film thickness and the capillary number; this new for-
mula accounts explicitly for the effect of gravity on the average
film velocity and can be extended to any surface inclination angle.

Whereas the subject of this paper was concerned with smooth
surfaces, where the effects of surface roughness on the spreading
of liquid films are negligible, the overall approach should also be
useful in the interpretation of experimental data where such ef-
fects become important.
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The Modeling of Lift and
Dispersion Forces in Two-Fluid
Model Simulations of a Bubbly
Jet
Two-fluid model simulations of a bubbly vertical jet are presented. The purpose of these
simulations is to assess the modeling of lift and turbulent dispersion forces in a free shear
flow. The turbulent dispersion models used herein are based on the application of a kinetic
transport equation, similar to Boltzmann’s equation, to obtain the turbulent diffusion force
for the dispersed phase [1–4]. They have already been constituted and validated for the
case of particles in homogeneous turbulence and jets [5] and for microscopic bubbles in
grid generated turbulence and mixing layers [6,7]. It was found that it is possible to
simulate the experimental data of Sun [8] (see Figs. 1–6) for a bubbly jet with 1 mm
diameter bubbles. Good agreement is obtained using the model of Brucato et al. [9] for
the modulation of the drag force by the liquid phase turbulence and a constant lift
coefficient, CL . However, little sensitivity is observed to the value of the lift coefficient in
the range 0,CL,0.29. @DOI: 10.1115/1.1777231#

1 Introduction
The present two-fluid model for turbulent bubbly flows applies

recent advances in the development of interfacial forces. They
include the general solution of the lift force for a rotating sphere
moving through a viscous shear flow by@10# and studies of drag
modulation by turbulence@9#. Another important advance has
been the application of a kinetic transport equation, similar to the
Boltzmann’s equation, to obtain the turbulent diffusion force for
the dispersed phase@3,4#. This method has been successfully ap-
plied in the field of particle flows and provides Eulerian results
that are as accurate as the Lagrangian analysis. The magnitude of
the turbulent dispersion force is obtained rigorously from the first
moment of the kinetic equation and is constituted in terms of the
statistics of the turbulence of the continuous liquid phase and the
drag law of the dispersed phase, without the need of any ad. hoc.
constants. This turbulent dispersion force has already been consti-
tuted and validated for the case of particles in homogeneous tur-
bulence and jets@5# and for microscopic bubbles in grid generated
turbulence and mixing layers@6,7#. The most important dimen-
sionless number controlling dispersion in these works is the
Stokes number,St, which was very large for the particles,St
'100 at the nozzle entrance@5#, and very small for the bubbles,
St'1023 @6,7#. Jets are a particularly challenging flow for pre-
dicting turbulent dispersion because the characteristic time of the
turbulence and consequently the Stokes number change dramati-
cally across the computational domain. In this paper, simulations
of the air/water bubbly jet characterized by Sun@8# are presented.
By selecting a low void fraction bubbly flow, instead of the gas/
solid flow simulated by Lopez de Bertodano@5#, we intend to
study dispersion in a flow with a completely different turbulence
structure and Stokes number distribution. Unlike the previously
studied jet the selected bubbly flow is one-way coupled~i.e., the
bubbles do not appreciable modulate the continuous phase turbu-
lence! and the Stokes numbers are made larger by selecting large
bubbles, yet no so large as to experience helicoidal trajectories.
An additional benefit of selecting the data of Sun@8# is that they

have previously been simulated with Lagrangian approaches@11#.
Thus, a comparison of performance between Eulerian and La-
grangian formulations is possible.

The organization of the paper is as follows. The next section
presents the two-fluid model, while Section 3 covers the simula-
tions and results. Finally, the most relevant conclusions are stated
in Section 4.

2 Two-Fluid Model Equations
Conservation of the ensemble-averaged mass and momentum

for phase-k, in the absence of phase change, are expressed as
@@12#, §11.3#:

]akrk

]t
1¹•akrkuk50 (1)

and,

]akrkuk

]t
1¹•akrkukuk5¹•ak~Tk1Tk

Re!1akrkg1M k

2Tki•¹ak , (2)

whereak , rk , uk are the void fraction, density and velocities of
phase-k, respectively. Also,Tk , Tk

Re andTki are the viscous stress
tensor, the Reynolds stress tensor, and the interface stress tensor
of phase-k, respectively, andg is the gravitational acceleration. In
the remaining of this work the subscriptk5c, d represents the
continuous and dispersed phases, respectively, and we may ne-
glect the viscous part of the interface stress tensor. Thus,Tki
52pkiI . We further assume that the differencepk2pki , k5c, d,
is negligibly small. With these two assumptions we achieve clo-
sure for the interfacial stress tensor.

3 Bubbly Jet

3.1 Model for the Interfacial Force. The interfacial mo-
mentum force density,Md , needs to be constituted in order to
achieve closure. Thus we write,

Md>Md
D1Md

TD1Md
VM1Md

L (3)

where these forces are, respectively, those due to drag~D!, turbu-
lent dispersion~TD!, virtual mass~VM ! and lift ~L!.
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The virtual mass force accounts for the effect of acceleration of
the liquid displaced by the bubbles, and can be modeled as

Md
VM5adrcCVMF S ]uc

]t
1uc•¹ucD2S ]ud

]t
1ud•¹udD G , (4)

where the virtual volume coefficient,CVM , is 0.5 for the dilute
potential flow of spherical bubbles.

The drag force may be expressed as

Md
D52adrcCD

3

8

uur u
Db/2

ur , (5)

where the drag coefficientCD is defined after Tomiyama@13#,
with a void fraction correction based on that of Ishii@14# to in-
clude interaction between the bubbles. in tap water:

CD5
1

ac

24

ReD
~110.15 ReD

0.687!, (6)

where ReD is the bubble Reynolds number based on the bubble
diameter,Db , and the relative velocity,ur5ud2uc . We note that
for the bubble size range of interest in this work, the Eo¨tvös
number correction introduced by Tomiyama@13# is not applicable.

The lift force on a sphere in shear flow can be expressed as
@15#,

Md
L52adrcCLur3~¹3uc!, (7)

whereCL50.5 for inviscid flow. Legendre and Magnaudet@16#
performed a full computational fluid dynamic~CFD! simulation
for viscous shear flow around a spherical bubble with no shear at
the surface and obtained a similar result to Eq.~7! for 10,ReD
,1000, thoughCL varies a little. In particular,CL50.45 for
ReD5100 ~i.e., a 1 mmbubble! and a dimensionless vorticity,a
5Db¹3uc /ur50.2.

However, bubbles flowing in tap water behave like rigid
spheres and, furthermore, they may rotate as they move through
the shear flow. Recently Kurose and Komori@10# solved the prob-
lem of a rotating sphere moving in linear shear flow with a full
CFD simulation. In this case not onlya, but also the dimension-
less sphere rotation,V5Vb /ur , were considered. It turns out that
assumingV5a/2 and ReD5100 the result of Kurose and Komori
@10# can be reproduced very closely with Eq.~7! andCL50.28 for
0,a,0.4, which is the range of the current jet calculations.
However, if V50 as proposed by Bagchi and Balachandar@17#
for solid spheres at moderate Re in shear flow the model of
Kurose and Komori yieldsCL520.07. So the prediction of the
lift coefficient remains uncertain.

Experimental results are in good agreement with the result of
Kurose and Komori@10# and the assumption thatV5a/2. For
example, the experiment of Naciri@18# for a bubble in a vortex
showed thatCL50.25 for 10,ReD,120 anda50.25. Tomiya-
ma’s experimental data@13# for small bubbles in Couette flow
agrees with Eq.~7! whenCL50.288. Tomiyama’s lift coefficient
was used in the bubbly jet simulations presented herein.

Physically, turbulent dispersion~TD! is the result of the fluctu-
ating component of the forces acting on the bubbles. In the sim-
plest case the turbulent diffusion force at a point is the ensemble
average of the fluctuating component of the drag force on all the
bubbles whose trajectories intersect that point. The kinetic equa-
tion obtained by Reeks@3,4# describes the evolution of the prob-
ability density function~pdf! for the bubbles in phase space and so
it implicitly has the information of the bubble trajectories in it.
The Eulerian two-fluid momentum equation for the bubbles is
obtained from the ensemble-averaged first moment of the kinetic
equation. Assuming that the turbulence is homogeneous~though
not necessarily isotropic! and that the turbulence autocorrelation
function follows the usual Markov law,

uc8~x,0!uc8~x,t !5uc8uc8 exp~2t/tc!, (8)

the turbulent diffusion force comes out of this process in a natural
way as@5#:

Md
TD52rc

1

St~11St!
uc8uc8•¹ad , (9)

where the Stokes number,St, is defined as the ratio of the relax-
ation times of the bubble,td , and the eddies,tc .

Comparing this homogeneous flow formulation with that of
Reeks@2# for a simple shear flow, there are some differences in
the derivation of the turbulent diffusion force as well as the Rey-
nolds stresses:

~1! Turbulent diffusion force: The presence of the shear pro-
duces extra terms that are a function of the dimensionless product
tcS whereS is the strain rate, in addition to the Stokes number.
However, they are smaller than the corresponding terms in the
homogeneous model~at most 30% for the present case! and more
importantly, these terms act only in the x-direction. For the jet, the
diffusion in the x-direction is much smaller than the convective
transport, so it is neglected.

~2! Reynolds stresses of the dispersed phase: Reeks points out
that the Boussinesq approximation for the Reynolds shear stress
of the dispersed phase is deficient. However, in the present case
the Reynolds stresses of the bubbles are proportional to the den-
sity of the air, as shown in Eq.~2!, so they are neglected. There-
fore, this effect as well as others~e.g., turbophoresis! which are
significant in the case of particle flows, are negligible for bubbles.

The time constant of the bubbles can be derived using Eqs.~6!, ~5!
and ~4! as:

td5
1

18

~rd1CVMrc!Db
2

mc~110.15 ReD
0.687!

. (10)

Closure is provided by thek2e model which is used to calculate
tc anduc8uc8. The eddy relaxation time based on thek2e model
is,

tc5Cm
3/4k/e. (11)

Another important effect influencing dispersion is eddy cross over.
It is characterized by the time scaletR5l/uur u @5,19#, wherel is
the Eulerian length scale of the eddies. Estimating this length
scale with thek2e model mixing length it is concluded that,tR
!tc , which implies that eddy cross over has a negligible effect
on dispersion@5,19#.

The normal Reynolds stress components in Eq.~9! may be
obtained fromk5trace(uc8uc8). However, for a jet the transverse
components are approximately one half the value of the axial
component. Specifically, Lopez de Bertodano@5# shows that in the
limit of very small particles or bubbles it is possible to reduce the
two-fluid conservation of mass and momentum equations of the
dispersed phase to a single ‘‘convection-diffusion’’ conservation
of mass equation with the diffusivity given by:

ndi j5tcvci8 vc j8 . (12)

The normal Reynolds stresses are modeled as:

vci8 vc j8 5ci j k. (13)

The time constant of the turbulent eddies according to the k-«
model is:

tc50.165k/e. (14)

The diagonal components of diffusivity are obtained combining
these three equations:

ndi j50.165ci j k
2/e. (15)

Comparing this to thek2e model definition of turbulent diffusiv-
ity n t5cmk2/e, and assuming the Schmidt number is unity, one
obtains thatci j 5cm/0.16550.545. Thus, the transverse normal
Reynolds stresses are modeled as
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uc8uc850.545k (16)

so that the diffusivity of the bubbles matches the diffusivity of
momentum in thek2e model in the limit when the bubbles are so
small that they behave as tracers@5#.

3.2 Simulations. Case-I of the data of Sun@8# was selected
to test the two-fluid model. This is the case with the lowest bubble
flow rate and thus, the turbulence modulation by the bubbles is
negligible. The bubbly jet was injected vertically upward from a
5.08 mm nozzle into a still water tank. The bubbles had a diameter
of ~160.11! mm. The inlet jet velocity was 1.65 m/s and the void
fraction was 2.4%. Mean and fluctuating properties of both phases
were measured using a LDA system while bubble concentration
was measured using flash photography. Data were measured at
x/D524, 40, 60.

It was assumed that the mean flow is steady, axisymmetric,
incompressible and isothermal, and that both phases have constant
physical properties. The governing two-fluid model equations
were solved numerically using the PHOENICS code. The equa-
tions were discretized on a uniform cylindrical grid, 80 jet diam-
eters long and 20 jet diameters in diameter, using a finite volume
procedure. The elliptic formulation implies that conditions at all
the boundaries, including the downstream one, need to be speci-
fied. The boundary condition on the wall of the cylinder is the free
stream condition~i.e., the gradients of the velocities are zero!. At
the top of the cylinder, the pressure is atmospheric and the bound-
ary conditions at the inlet are specified from the known inflow
conditions. Preliminary simulations were performed to test for
numerical convergence. The mesh spacing was halved repeatedly
until the solution stopped changing. Numerical convergence was
achieved for an 80380 grid.

Another preliminary adjustment was performed because of the
well known fact that the standardk2e model does not fit the data
for single-phase axisymmetric jets very closely. Sun and Faeth
@11# modified one of the constants in the model,Ce2 , from 1.92 to
1.87. This correction has been applied in the present simulation
@5#. Figures 1 and 2 show the liquid velocity and turbulent kinetic
energy profiles at three axial positions. These results are essen-
tially the same as the single-phase profiles because the void frac-
tion is very low. Therefore they do not reflect any effect due to
changes in the bubble interfacial forces. On the other hand the
liquid field has a strong effect on these forces~i.e., the lift force is

proportional to the vorticity of the liquid flow and the turbulence
diffusion force is proportional to the turbulence intensity!. Since
there is good agreement between the simulation and the liquid
flow data the interfacial forces may be assessed properly. The
model, described in Section 3, produced too much lateral migra-
tion of the bubbles~Fig. 3!. After inspection of the solution it was
found that near the jet nozzle the drag force~i.e., Eq.~6!! was too
small compared to the data~Figs. 4 and 5!. It is known that par-
ticles in a turbulent fluid have significantly lower relative veloci-
ties compared to a still fluid. Brucato et al.@9# were able to cor-
relate their relative velocity data, as well as other’s, with:

CD5CD`F118.7631024S Db

lK
D 3G (17)

Fig. 1 Average liquid velocity
Fig. 2 Kinetic energy of the turbulence

Fig. 3 Normalized void fraction with and without correction for
drag modulation by turbulence „x ÕDÄ24…
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where the Kolmogorov length scale of the turbulence is defined
as:

lK5S n3

e D 1/4

. (18)

The void fraction distribution is much closer to the data once this
correction is performed. Figure 3 shows that the decrease of the
relative velocity has a significant effect in the drift of the bubbles
near the nozzle. Figure 4 shows that very near the nozzle (x/D
58) the measured relative velocity is practically zero as predicted
by Eq. ~17!. At x/D524, Fig. 5, Eq.~17! predicts the relative
velocity correctly near the centerline but not so in the periphery.
As a consequence the radial dispersion of the bubbles is also
slightly underpredicted. Finally, Fig. 6 shows that the agreement

of the void fraction distribution predicted by the model and the
data along the jet is satisfactory.

It is important to note that once the relative velocity has been
corrected, the effect of lift becomes negligible. Figure 3 shows
that the calculation results withCL50.288 and 0 are practically
the same. This brings another point: the similarity between the
present results and those of Sun and Faeth@11#. It has already
been mentioned that our calculations use the same thek2e
model, and in general the same Eulerian formulation for the con-
tinuous phase. However, Sun and Faeth used a Lagrangian formu-
lation for the dispersed phase. The other difference is that they did
not consider the lift force, but since it is negligible, the results
validate the assertion that the present Eulerian formulation is as
accurate as the Lagrangian analysis.

4 Conclusions
Simulations of a bubbly jet for which the dominant forces on

bubbles are buoyancy, drag, turbulent dispersion and lift were
conducted. In particular the turbulent dispersion correlation devel-
oped by Lopez de Bertodano@5# was successfully applied here.

It was found that at the jet entrance considerable modulation of
the drag coefficient by the turbulence exists. Once the model of
@9# is introduced to account for this modulation, good agreement
with data was found. Results are insensitive to the value of the lift
coefficient in the range, 0,CL,0.29, where the upper bound
correspond to the correlation developed by Tomiyama@13#. It
should be noted that the rigorously derived models for turbulent
dispersion are applied without any arbitrary constants, except for a
few simplifying assumptions discussed in the paper. Equation
~17!, which is an empirical model, is the largest source of uncer-
tainty in these results.
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An Improved Three-Dimensional
Level Set Method for Gas-Liquid
Two-Phase Flows
For the present study, we developed a three-dimensional numerical method based on the
level set method that is applicable to two-phase systems with high-density ratio. The
present solver for the Navier-Stokes equations was based on the projection method with a
non-staggered grid. We improved the treatment of the convection terms and the interpo-
lation method that was used to obtain the intermediate volume flux defined on the cell
faces. We also improved the solver for the pressure Poisson equations and the reinitial-
ization procedure of the level set function. It was shown that the present solver worked
very well even for a density ratio of the two fluids of 1:1000. We simulated the coales-
cence of two rising bubbles under gravity, and a gas bubble bursting at a free surface to
evaluate mass conservation for the present method. It was also shown that the volume
conservation (i.e., mass conservation) of bubbles was very good even after bubble
coalescence.@DOI: 10.1115/1.1777232#

Introduction
Direct numerical simulations of two-phase fluids are very use-

ful for complementing difficult experiments on the interactions
between turbulent flows and phase change at boundaries e.g., con-
vective condensation, boiling and electrochemical gas generation.
There are several numerical methods to treat the interface of two-
phase fluids, such as the VOF method@1# and the Front Tracking
method @2,3#. One useful method among these is the level set
method. The level set method is based on an Eulerian formulation
that describes the interface by the zero level of a Lipschitz-
continuous function@4–11#. The interface is captured implicitly
on an Eulerian grid by the zero level set. Recently, the level set
method was used with the ghost fluid method@12# to capture
sharp interfaces. There are many advantages to such a formula-
tion. However, the level set method has been applied mainly to
two-dimensional, and two-dimensional axisymmetric problems,
and little work has been done on three-dimensional problems for
two-phase flows with high-density ratio. In the three-dimensional
level set method, it is difficult to analyze two-phase fluids with
high-density ratio due to numerical instability near the interface.
Mass conservation of two fluid systems is another difficulty@11#.
The overall objectives of this study are to develop a three-
dimensional numerical method based on the level set formulation
for two-phase systems with high-density ratio in curvilinear coor-
dinates, and improve mass conservation.

The present solver for the Navier-Stokes equations is based on
the numerical scheme developed by Zang et al.@13#. They used a
fractional step method~Projection Method! with a non-staggered
grid in which the volume flux is defined on its corresponding face
of the cell in addition to the Cartesian velocity components at the
cell center. This non-staggered grid was used to calculate the flow
field in curvilinear coordinates with high accuracy and a small
amount of memory.

When we applied the above numerical method developed for
single-phase incompressible flow to two-phase flow, serious nu-
merical instability was found when the density ratio was high. The
main reason for the instability was the interpolation method for

cell faces and the solver for the pressure Poisson equation. There-
fore, to analyze two-phase systems, we improved the treatment of
the convection terms and the interpolation method that was used
to obtain the intermediate volume flux defined on the cell faces.
We also improved the solver for the pressure Poisson equations.
To achieve mass conservation in two fluid systems, we also im-
proved the reinitialization procedure developed by Sussman et al.
@8#.

Numerical Method

Basic Equations. The Navier-Stokes equations are written to
consider variable density and viscosity of the fluid, which allows
consideration of multiphase systems, and gives rise to sharp
changes in viscosity and density at interfaces. The governing
equations in the present study are:

]uj

]xj
50, (1)

r~w!
]ui

]t
1r~w!

]

]xj
~ujui !52

]p

]xi
1

]t i , j

]xj
2S sk~w!d~w!

]w

]xi
D

2r~w!gd̃ i ,3 , (2)

where

t i , j5m~w!S ]ui

]xj
1

]uj

]xi
D , k~w!5

]nj

]xj
, ni5

]w

]xi

u¹wu
, (3)

whereu is the velocity component,r the density,p the pressure,
s the surface tension,m the viscosity,g the gravitational accel-
eration,d the delta function, andd̃ i , j the Kronecker’s delta. Grav-
ity acts in the2z direction.w is the distance function from the
interface and is called the level set function. Before developing
the code for two-phase flows, we developed the code for single-
phase incompressible flows using the conservative form in which
the density was omitted. This was changed to the form of the
left-hand side of Eq.~2! to extend the code to two-phase condi-
tions.

Introducing the following dimensionless variables,
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xi5L0xi8 , ui5U0ui8 , t5~L0 /U0!t8, p5p8r lU0
2 ,

r5r lr8, m5m lm8,

and substituting these variables into Eq.~2!, and dropping the
primes, we have

r~w!
]ui

]t
1r~w!

]

]xj
~ujui !52

]p

]xi
1

1

Re

]t i , j

]xj

2S 1

We
k~w!d~w!

]w

]xi
D2r~w!

d̃ i ,3

Fr
.

(4)

The dimensionless groups used above are the Reynolds number,
the Weber number and the Froude number. These are given, re-
spectively, by

Re5
r lL0U0

m l
, We5

r lL0U0
2

s
, Fr5

U0
2

gL0
,

whereL0 and U0 are the characteristics length and velocity, re-
spectively. The dimensionless density and viscosity are function
of w and are given, respectively, as

r~w!5$l1~12l!H~w!%, (5)

m~w!5$h1~12h!H~w!%, (6)

where l5rg /r l and h5mg /m l . H is a smoothed Heaviside
function and is written as

H~w!55
0 if w,2«

1

2 H 11
w

«
1

1

p
sin~pw/«!J if 2«<w<«

1 if w.«,

« is the thickness of the interface and is taken to bea3h whereh
is the grid spacing.a is taken to be 2 in the present calculation.
The smoothed delta functiond~w! is defined as dH(w)/dw. The
viscous terms are separated into two terms as

1

r~w!

]t i , j

]xj
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]xj
H m~w!S ]uj

]xi
D J .

(7)

The second term on the right-hand side of Eq.~7! has non-zero
values only near the interface becausem is constant far from the
interface.

The level set function is obtained by solving the following
equation:

]w

]t
1uj

]w

]xj
50. (8)

Discretization. The present solver for the Navier-Stokes
equations is based on the numerical scheme developed by Zang
et al. @13# and Zang and Street@14#. Their solution method was
developed for the incompressible Navier-Stokes equations for
single-phase flow in general curvilinear co-ordinates. The conti-
nuity equation is, for example, transformed into a general curvi-
linear co-ordinate system in ‘‘strong conservation law’’ form as,

]Um

]jm
50, (9)

wherem51,2,3, the volume fluxUm and the JacobianJ are given
by

Um5J21
]jm

]xj
uj , J215detS ]xi

]j j
D . (10)

They used a non-staggered grid to discretize the governing equa-
tions. As is well known, solution methods for the incompressible
N-S equations based on a traditional non-staggered grid, in which
all the variables are defined only at the cell center, produce spu-
rious oscillations in the pressure field, i.e., ‘‘checkerboard’’ pat-
terns@15#. One of the fundamental causes is that, in a traditional
non-staggered grid, a straightforward discretization of the conti-
nuity equation does not enforce mass conservation in the cell and
causes decoupling of the pressure field. To prevent decoupling, in
the non-staggered grid, the volume flux is defined on its corre-
sponding face of the cell in addition to the Cartesian velocity
components at the cell center as in Fig. 1. Therefore, both the
momentum and the continuity equations are enforced in the same
control volume. Also, this non-staggered grid is useful in analysis
using curvilinear coordinates with high accuracy and a small
amount of computer memory.

In the present two-phase code, we used the same non-staggered
grid. Although our present solver is written for the Cartesian co-
ordinate system with unequal spacing, to simplify the presentation
of the discretized equation, the following formulation is restricted
to the Cartesian co-ordinate system with equal spacing. We also
useui as the Cartesian velocity components andUi as the volume
flux ~the velocity on the cell face in the Cartesian coordinates! to
distinguish both of them.

We use a semi-implicit time-advancement scheme with the
Adams-Bashforth method for the explicit terms and the Crank-
Nicolson scheme for the implicit terms. A fractional step method
~Projection Method! is used to solve the N-S equations.

The discretized equations are written as:

dU j

dxj
50, (11)

ui
n112ui

n

Dt
5

3

2
~Ci

n1DEi
n !2

1

2
~Ci

n211DEi
n21!1Ri~pn11!

1
1

2
~DI~ui

n111ui
n!!1Fi

n11 , (12)

Fig. 1 Non-staggered grid.
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whered/dxj denotes the discrete finite difference operator, super-
scripts represent the time step,Ci is the convection term,Ri is the
discrete operator for the pressure gradient terms andDEi is the
explicitly treated viscous terms andDI is the discrete operator
representing the implicitly treated viscous terms,Fi is the sum of
the surface tension term and the gravity term.Ci , Ri , DI andDEi
are given, respectively by

Ci52
d

dxj
~U jui !, Ri52

1

r~w! S d

dxi
D ,

DI5
1

r~w!Re

d

dxj
H m~w!S d

dxj
D J ,

DEi5
1

r~w!Re

d

dxj
H m~w!S duj

dxi
D J .

Application of the fractional step method to Eq.~12! leads to the
following predictor-corrector solution procedure.

1.Predictor

S I 2
Dt

2
DI D ~ui* 2ui

n!5DtF3

2
~Ci

n1DEi
n !2

1

2
~Ci

n211DEi
n21!

1DI~ui
n!1Fi

n11G , (13)

2.Corrector
ui

n112ui*5Dt@Ri~c
n11!#, (14)

where I is the identity matrix andui* is called the intermediate
velocity. The variablec is related to the pressurep as

Ri~p!5S I 2
Dt

2
DI DRi~c!, (15)

hereafterc is referred as the ‘pressure.’
We discretize the convection termsCi using the 2nd-order ENO

scheme@8#.
The first viscous term of the RHS of Eq.~7! is discretized

implicitly using the Crank-Nicolson scheme as:

1

r~w!

]

]xj
H m~w!S ]ui

]xj
D J >

1

2 F 1

rn11

d

dxj
H mn11S dui*

dxj
D J

1
1

rn

d

dxj
H mnS dui

n

dxj
D J G . (16)

On the other hand, the second term of the RHS of Eq.~7! is
discretized explicitly. Second-order central differences are used to
calculate viscous terms. It should be noted that we can obtainw, r
and m at time t5tn11 by solving Eq.~8! before calculating the
N-S equations.

The surface tension terms are discretized usingw at t5tn11 as:

1

r~w! S sk~w!d~w!
]w

]xi
D>

1

rn11 S skn11dn11
dwn11

dxi
D . (17)

Second-order central differences are used for the surface tension
terms.

Equation~13! is solved with the approximate factorization tech-
nique in which the LHS of Eq.~13! is factorized into the tridiago-
nal matrices as

S I 2
Dt

2
D1D S I 2

Dt

2
D2D S I 2

Dt

2
D3D ~ui* 2ui

n!

5RHS of ~13!, (18)

whereDk (k51,2,3) is the discrete one-dimensional diagonal vis-
cous operator andDI5D11D21D3 .

To update the velocity components at the cell center, the pres-
sure gradient in Eq.~14! is discretized as

Ri~cn11!>2
1

2 S 1

r i 21/2
n11

c i
n112c i 21

n11

Dxi
1

1

r i 11/2
n11

c i 11
n112c i

n11

Dxi
D .

(19)

When we use the standard central difference:

Ri~cn11!>2
1

r i
n11

c i 11/2
n11 2c i 21/2

n11

Dxi
, (20)

numerical oscillations occur when the density ratio is high al-
though the Eqs.~19! and ~20! are identical with each other if the
density is constant. After correcting step~14! the volume flux on
the cell face (5Ui

n11) is updated with

Ui
n115Ui* 2DtS 1

rn11

dcn11

dxi
D>Ui* 2

Dt

r i 11/2
n11

c i 11
n112c i

n11

Dxi
,

(21)

where Ui* is the intermediate volume flux defined on the cell
faces. The discretization with Eq.~21! is consistent with Eq.~19!.
To calculateUi* , the value ofui* which is defined at the cell
center is interpolated onto cell faces with a third-order quadratic
upwind interpolation scheme similar to that used in QUICK@13#.
However, as shown in a later section, when we useUi

n to deter-
mine the flow direction in the upwind interpolation, numerical
oscillations occur when the density ratio of the two fluids is high
and surface tension is considered. To avoid this problem, we use
the following velocity to determine the flow direction on the cell
faces inside the interface for the upwind interpolation scheme:

DŨ i52
Dt

rn11 S skn11dn11
dwn11

dxi
D . (22)

DŨ i is regarded as the velocity increase induced by the pressure
gradient due to the surface tension. The flow direction outside the
interface is determined from the direction of the volume flux at
t5tn on the cell faces.

Beforeui
n11 can be obtained from Eq.~14! or Ui

n11 from Eq.
~21!, we need to solvecn11 from the following pressure Poisson
equations:

d

dxj
S 1

rn11

dcn11

dxj
D5

1

Dt

dU j*

dxj
. (23)

The LHS of Eq.~23! is discretized as

d

dxj
S 1

rn11

dcn11

dxj
D>

1

Dx S 1

r i 11/2,j ,k
n11

c i 11,j ,k
n11 2c i , j ,k

n11

Dx

2
1

r i 21/2,j ,k
n11

c i , j ,k
n112c i 21,j ,k

n11

Dx D
1

1

Dy S 1

r i , j 11/2,k
n11

c i , j 11,k
n11 2c i , j ,k

n11

Dy

2
1

r i , j 21/2,k
n11

c i , j ,k
n112c i , j 21,k

n11

Dy D
1

1

Dz S 1

r i , j ,k11/2
n11

c i , j ,k11
n11 2c i , j ,k

n11

Dz

2
1

r i , j ,k21/2
n11

c i , j ,k
n112c i , j ,k21

n11

Dz D . (24)

Equation~23! is solved using the preconditioned BiCGSTAB~Bi-
Conjugate Gradient Stabilized! method@16,17#. We used ILU de-
compositions~L is lower triangular and U is upper triangular! for
the preconditioning. This solver works well for the two fluids with
high-density ratio even though the density ratio is 1:10000. When
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we previously applied the multigrid method for the pressure Pois-
son solver, the iteration did not converge when the density ratiol
was less than about 0.05@18#.

The level set equation in Eq.~8! was also solved with the
Adams-Bashforth method. The convection terms were discretized
with the 2nd-order ENO scheme.

Reinitialization. When we solve the level set equation nu-
merically, the value ofw may be diffused by numerical viscosity
and distorted by the flow field. To avoid this problem, we have to
construct a new distance function by solving a ‘‘reinitialization
equation.’’ The reinitialization of the level set method is important
in order to maintainw as a true distance function, i.e.u¹wu51
nearw50. This is necessary because of the way the density, vis-
cosity and surface tension are incorporated near the interface. We
have improved the reinitialization in order to apply a three-
dimensional mesh with unequal spacing. We solve the following
equation with constraints@8#

]d

]t
5S~w!~12u¹du!1L i , j ,kf ~w![L~w,d!1L i , j ,kf ~w!,

(25)

with the initial conditions

d~xW ,t50!5w~xW !, (26)

whereS(w) is a sign function.L i , j ,k is given as

L i , j ,k52

E
V i , j ,k

H8~w!L~w,d!dV i , j ,k

E
V i , j ,k

H8~w! f ~w!dV i , j ,k

, (27)

H8~w!5dH/dw, (28)

f ~w!5H8~w!u¹wu, (29)

whereV i , j ,k is the grid cell. The last term in Eq.~25! is used to
keep the bubble volume constant during the reinitialization proce-
dure. We used the same expression forf as that used in Sussman
et al. @8#. Sinceu¹wu is nearly equal to 1 near the interface, the
difference between the result obtained by usingf (w)5H8(w) and
that obtained by usingf (w)5H8(w)u¹wu may be small. As far as
we checked, both expressions gave almost the same results. We
solve Eq.~25! until the u¹du51 near the interface and then re-
placew(xW ) by thed(xW ,tsteady) when Eq.~25! converges near the
interface for the next time step of Eq.~8!. In the present calcula-
tion, the convection term in Eq.~25! is discretized using a 2nd-
order ENO scheme. The 2nd-order Runge-Kutta method is used in
order to advance int.

dk11 at tk115(k11)Dt is obtained from the following
algorithm @8#:

dk115d̃k111tk11L i , j ,k~ d̃k11! f ~w!, (30)

L i , j ,k~ d̃k11!>2

E
V i , j ,k

H8~w!L~ d̃k11!dV i , j ,k

E
V i , j ,k

H8~w! f ~w!dV i , j ,k

, (31)

L~ d̃k11!>~ d̃k112w!/tk11, (32)

wherew denotes the initial value ofd and d̃k11 denotes the dis-
tance functiond at t5tk11 in the Runge-Kutta procedure of Eq.
~25! without the constraint term. We used the trapezoid method
for the integral in Eq.~31!. For the two-dimensional case with
equal spacing, the integral in cell is given by

E
V i , j

AdV i , j5
h2

64
$Ai 21,j 211Ai 21,j 111Ai 11,j 211Ai 11,j 11

16~Ai 21,j1Ai 11,j1Ai , j 211Ai , j 11!136Ai , j%.

(33)

When we applied this procedure for the bubble merger problem
in a later section, about 7% mass was lost. To recover the mass,
we add a multiplier of the order of one to the constraint term, and
we solve the following equation:

dk115d̃k111ctk11L i , j ,k~ d̃k11! f ~w!, (34)

where c is a multiplier of the order one. In the reinitialization
procedure, whether the mass increases or decreases in a given cell
depends on the interface behavior before modification by the con-
straint. In the present code, therefore, we check whether the mass
increases or decreases due to the constraint in each time step.
Since mass increase or decrease due to the reinitialization is de-
pendent on the shape of the interface, and the constraint works to
recover mass, a wrong multiplier may increase or decrease mass
too much. In general, if mass is lost during the reinitialization
without constraint, then the constraint acts so as to increase mass.
On the other hand, if mass is gained during the reinitialization
without constraint, then the constraint acts so as to decrease mass.
Using this characteristic, we determine the multiplier. We letmwc
and mwoc to be the mass with constraint and without constraint,
respectively. We definedmc5mwc2mwoc . We also definedmca
5mwc2ma wherema is the actual mass. The multiplierc is ob-
tained from

c5H c1 if dmc>0 and dmca,0 or if dmc,0 and dmca.0

c0 if dmc>0 and dmca>0 or if dmc,0 and dmca<0,
(35)

wherec0 is taken to be 1.0 in the present calculation.c1 is taken
to be 1.05 and 1.08 for the bubble merger and bubble bursting
problems, respectively. We need a larger value ofc to recover
larger mass. For the bubble bursting problem, we setc151.08 to
recover larger mass than that for the bubble merger problem. The
value of c1 is currently determined from experience, though an
adaptive algorithm is under development.

We continue the above iteration until the following criterion is
satisfied:

E5

(
udku,«

udk112dku

M
,b Dth2, (36)
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whereM is the number of grid points whereudku,« andh is the
grid spacing.b andDt are taken to be 0.1 and 0.5h respectively.

Numerical Results and Discussion

Some Numerical Tests. We tested the present solver for some
simple problems. Figure 2 shows the influence of the density ratio
on the pressure Poisson equations. Test conditions follow. A
spherical bubble with unit radius is at rest in the 43434 cubic
box. No-slip boundary conditions are applied to every side of the
cube. We set Re550, We51 and Fr50. Therefore, the actual
pressure jump at the interface is 2. The time intervalDt is taken to
be 0.002. Figure 2 is the pressure distribution att5Dt. Solid
lines, dashed lines, dashed lines with one dot and dotted lines
denote the results when the density ratiol5rg /r l50.1, 0.01,
0.001 and 0.0001, respectively. We used 51351351 mesh with
equal spacing in Fig. 2~a! and 10231023102 mesh with equal
spacing in Fig. 2~b!, respectively. As the density ratio becomes
small in the coarse grid, an undershoot is found near the interface.
However, even though the density ratio is 1:10000, the error of the
pressure jump is less than about 8%. The finer the mesh becomes,
the smaller the undershoot becomes. In Fig. 2~b!, the error is less
than 5% when the density ratio is 1:10000.

Figure 3 shows the influence of the interpolation method for the
intermediate volume flux. Test conditions are the same as Fig. 2
except for Fr51. The pressure contour att50.2 is shown in Fig.
3. We used 3rd-order upwind quadratic interpolation in every
case. However, in Fig. 3~a! the flow direction on the cell faces
inside the interface is evaluated with the velocity~volume flux! on

the

Fig. 2 Influence of density ratio on the pressure distribution:
„a… 51Ã51Ã51 mesh, „b… 102Ã102Ã102 mesh.

Fig. 3 Influence of interpolation for intermediate volume flux
on pressure fields „pressure distribution: Re Ä50, WeÄ1, Fr
Ä1, lÄ0.001…: „a… use Ui

n with 51 Ã51Ã51 mesh, „b… use Eq.
„22… with 51 Ã51Ã51 mesh, „c… use Eq. „22… with 102 Ã102
Ã102 mesh.
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cell faces at the previous time step (5Ui
n). While in Fig. 3~b! and

Fig. 3~c!, the flow direction on the cell faces is evaluated with Eq.
~22!. As evident from Fig. 3~a!, serious pressure oscillations ap-
pear when using the volume flux at the previous time step. On the
other hand, the numerical oscillations diminish when we evaluate
the flow direction with Eq.~22!. This may be because that the
flow direction of the intermediate volume flux is different from
the previous time step because the intermediate volume flux is
accelerated by the pressure gradient due to the surface tension.
Using the finer mesh, the interface is captured more sharply, and
the numerical oscillations do not appear.

Merger of Two Rising Bubbles. We simulated bubble coa-
lescence when two bubbles rise in a liquid due to buoyancy. Test
conditions are as follows: the computational domain is a 434
312 (22<x<2, 22<y<2, 26<z<6) rectangular box. Two
spherical bubbles with unit radius are initially located at (x,y,z)
5(0.25,0,24.5) and (x,y,z)5(20.25,0,22.3), respectively. We
use 513513153 mesh with equal spacing. No-slip boundary con-
ditions are used on the every side of the box. We set Re550,
We51.25 and Fr51. The density ratio, the viscosity ratio, andDt
are taken to be 0.001, 0.01816 and 0.001, respectively. The mul-
tiplier c1 in Eq. ~35! is taken to be 1.05.

As evident from Fig. 4, both bubbles assume a cap-like shape at

about t51.6 and then the upper bubble becomes saucer-shaped.
At about t55.6, they merge because the vortex flow created by
the upper bubble accelerates the rise velocity of the lower bubble.
After coalescence, a depression is found at the bottom surface of
the merged bubble.

Time histories of the volume~or mass! of two bubbles are
shown in Fig. 5. We compare the influence of the multiplierc in
Eq. ~34! for the reinitialization procedure, on mass conservation.
The volume of bubbles are defined by

V~ t !5E E E ~12H !dxdydz. (37)

Solid lines, dotted lines and dashed line with one dot correspond
to c151.05,c151.03 andc151, respectively. Whenc151, mass
is lost gradually and the final mass becomes about 7% smaller
than the initial mass. Whenc151.03, mass conservation is better
than whenc151. In this case, the mass is lost slightly when the
distance between the two bubbles becomes short and they merge
with each other. The maximum error at that time is about 0.25%.
Whenc151.05, mass conservation is very good.

Figures 6~a! and 6~b! show the relative error of bubble volume,
(V(t)2V(0))/V(0)3100, whenc151.05 andc151.08, respec-
tively. Mass conservation is very good in both cases~the maxi-
mum error is less than about 0.013%!. The result forc151.05 is
slightly better than that forc151.08 although both results are
acceptable.

Since the numerical diffusion of the advection terms in the level
set equation may affect the mass conservation of bubbles, we
compare the results obtained by using the 2nd-order ENO scheme
whenc151 in Fig. 5 with those obtained by using the 3rd-order
ENO scheme. As shown in Fig. 7, although the usage of 3rd-order
ENO scheme improves mass conservation, the improvement is not
enough. This suggests that our treatment for mass conservation is
needed even though the higher order scheme is used.

Sussman and Smereka@6# simulated some experiments for ris-
ing bubbles by Hnat and Buckmaster@19# using the level set
method and obtained different steady state solutions depending on
the different initial conditions. Hnat and Buckmaster used a very
large tank~150 cm in diameter3150 cm in height! to eliminate
wall effects, while the typical bubble radius used in the experi-
ments was about 1 cm. Although the influence of the initial con-
ditions on bubble shape is an interesting problem, it is difficult to
simulate their experiments correctly with the present code because
the computational region becomes too wide. After implementing
far-field boundary conditions in the present code, we will compare
the numerical results with the experiments by Hnat and Buckmas-
ter, and investigate the influence of initial conditions on the
bubble shape in future work.

Fig. 4 Merger of two rising bubbles.

Fig. 5 Volume conservation for two rising bubbles.
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Gas Bubble Bursting at a Free Surface. We also simulated
the problem of a gas bubble rising to the free surface of a liquid.
Figure 8 shows the evolution of a liquid jet resulting from the
submerged gas bubble. The computational domain is a 636
312 (23<x<3, 23<y<3, 26<z<6) rectangular box. The
mesh is 603603120 with equal spacing. A spherical bubble with
unit radius is released below the free surface. The initial bubble
center is located at (x,y,z)5(0,0,23.2). We used periodic

boundary conditions in both thex and y directions. No-slip
boundary conditions are used in thez direction. We set Re
5474, We51 and Fr50.64. The density ratiol, the viscosity
ratio h and the multiplierc1 are taken to be 0.001, 0.01 and 1.08,
respectively. As shown in Fig. 8, the liquid jet starts to break up
into a drop att51.68.

To check the volume conservation of the calculation, we define
the following volume:

Vb~ t !5V~ t !2Vg , (38)

whereV(t) is the volume of the gas phase in the whole compu-
tational region that is obtained from Eq.~37! andVg is the initial
volume of the gas over the free surface that is 636385288 in
the present calculation. Therefore,Vb(t) denotes the volume of
the submerged bubble. The time history ofVb(t)/Vb(0) is shown
in Fig. 9. As evident in Fig. 9, mass conservation is good. The

Fig. 6 Relative error of bubble volume for two rising bubbles.

Fig. 7 Influence of numerical diffusion on the volume conser-
vation for two rising bubbles.

Fig. 8 Evolution of a liquid jet resulting from the submerged
gas bubble.

Fig. 9 Volume conservation for the gas bubble bursting at a
free surface.
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maximum error is about 0.6% in the present calculation. We may
need to use a finer mesh to resolve the details of the drop.

Conclusions
We have developed a numerical method for the three-

dimensional two-phase flows with unequal spacing based on the
level set method. To analyze two-phase systems, we improved the
treatment of the convection terms, and the interpolation method
that was used to obtain the intermediate volume flux defined on
the cell faces. We also improved the solver for the pressure Pois-
son equations. To achieve mass conservation for two fluid sys-
tems, we also improved the reinitialization procedure developed
by Sussman et al.@8#. It was shown that the present solver worked
very well even though the density ratio of the two fluids was
1:1000. We succeeded in simulating the merger of two rising
bubble and the bursting of a submerged gas bubble with good
mass conservation.

Nomenclature

Ci 5 convection term
c, c1 , c2 5 multiplier for the constraint term

DEi 5 explicitly treated viscous terms
DI 5 discrete operator for the implicitly treated viscous

terms
d 5 level set function~distance function!
E 5 function defined in Eq.~36!

Fi 5 sum of the surface tension term and the gravity
term

Fr 5 Froude number
f 5 function defined in Eq.~29!
J 5 Jacobian
g 5 gravitational acceleration
H 5 Heaviside function
h 5 grid spacing
L 5 S(w)(12u¹du)

L0 5 characteristics length
M 5 number of grid points whereudku,«

ma 5 actual mass
mwc 5 mass with constraint

mwoc 5 mass without constraint
dmc 5 mwc2mwoc

dmca 5 mwc2ma
ni 5 normal vector
p 5 pressure

Re 5 Reynolds number
Ri 5 discrete operator for the pressure gradient term
S 5 sign function
t 5 time

U 5 volume flux
U* 5 intermediate volume flux
U0 5 characteristics velocity

DŨ i 5 velocity increase defined in Eq.~22!
u 5 velocity

u* 5 intermediate velocity
V 5 volume

Vb 5 volume of the submerged bubble
We 5 Weber number

x, y, z 5 Cartesian coordinates
a 5 parameter for«
b 5 constant in Eq.~36!
d 5 delta function

d̃ i , j 5 Kronecker’s delta
« 5 thickness of interface (5a3h)
h 5 mg /m l

k 5 curvature
L 5 constraint
l 5 rg /r l
m 5 viscosity

j1 ,j2 ,j3 5 curvilinear coordinates
r 5 density
s 5 surface tension
t 5 viscous stress or iteration time
w 5 level set function~distance function!
c 5 pressure
V 5 grid cell

Subscripts

b 5 bubble
g 5 gas

i , j , k 5 grid locations inx, y, z directions
l 5 liquid

Superscripts

k 5 iteration level
n 5 time level
* 5 intermediate level
8 5 dimensionless quantities
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The Characteristics-Based
Matching (CBM) Method for
Compressible Flow With Moving
Boundaries and Interfaces
Recently, Eulerian methods for capturing interfaces in multi-fluid problems become in-
creasingly popular. While these methods can effectively handle significant deformations of
interface, the treatment of the boundary conditions in certain classes of compressible
flows are known to produce nonphysical oscillations due to the radical change in equation
of state across the material interface. One promising recent development to overcome
these problems is the Ghost Fluid Method (GFM). The present study initiates a new
methodology for boundary condition capturing in multifluid compressible flows. The
method, named Characteristics-Based Matching (CBM), capitalizes on recent develop-
ments of the level set method and related techniques, i.e., PDE-based re-initialization and
extrapolation, and the Ghost Fluid Method (GFM). Specifically, the CBM utilizes the level
set function to capture interface position and a GFM-like strategy to tag computational
nodes. In difference to the GFM method, which employs a boundary condition capturing
in primitive variables, the CBM method implements boundary conditions based on a
characteristic decomposition in the direction normal to the boundary. In this way over-
specification of boundary conditions is avoided and we believe so will be spurious oscil-
lations. In this paper, we treat (moving or stationary) fluid-solid interfaces and present
numerical results for a select set of test cases. Extension to fluid-fluid interfaces will be
presented in a subsequent paper.@DOI: 10.1115/1.1778713#

1 Background and Motivation
One of the most popular and successful numerical methods for

simulation of compressible fluid dynamics is due to Godunov@1#.
The Godunov’s method and its recent high-order-accurate exten-
sions~see@2# for a review! incorporate a Riemann problem solu-
tion into the numerical procedure for integration of conservative
equations of gas dynamics, allowing to construct accurate and
robust weak solutions. Within this approach, all fluid discontinui-
ties~i.e., shocks and contact lines! are numerically smeared over a
few computational nodes, due to the numerical diffusion embed-
ded naturally into the scheme. While capturing of shock waves is
relatively simple, due to the natural self-sharpening mechanism
attributed to the physics of shocks, description ofcontact discon-
tinuities is more difficult. The problem is especially challenging in
the case of contact discontinuity representing amulti-material
boundary (interface).

A common approach in the computation of two-material com-
pressible flows is to define the concentration of one of the mate-
rials, say material one, to beY, describing the fraction of the mass
due to material one. Concentration of the material two is (1
2Y), accordingly. Then, the advection equation forY is con-
structed and solved, allowing to ‘‘capture’’ a local state of multi-
material compressible flow. This approach is utilized in, e.g.,@3#
and@4#. The major problem with this approach is attributed to the
numerical smearing of the concentrationY, which leads to the
formation of the layer of the ‘mixture fluid’, for which the equa-
tion of state is unknown. A common treatment of the this layer is
to specify aY-weighted mixture equation of state. This leads to
non-physical pressure oscillations near multi-material interfaces
@3–6#.

One possible remedy for this problem is to apply algorithms
which prevent excessive numerical smearing. These include front
tracking ~e.g.,@7#! and front capturing~e.g., the level set method
@8#!. Other methods for effective description of interface are de-
veloped in@9# ~Immersed Boundary Method!, @10,11# ~Volume-of-
Fluid, VOF! and @12#. All these methods can be grouped into the
class of Eulerian methods for interface evolution description,
originated from the pioneer Marker-and-Cell~MAC! method@13#.
Using these methods, the interface is re-sharpened each time step,
and special boundary treatment is applied near the interface~see
@7# and@6#!. However, the numerical errors of the Godunov-based
discontinuity capturing schemes interfere with boundary condition
treatment, generating over- or under-heating numerical errors. In
the case of moving boundaries, these numerical errors tend to
accumulate and grow to unacceptable level@14#. One recent
promising development to ‘‘cure’’ the above-mentioned problems,
is the Ghost-Fluid Method~GFM! @6#.

The GFM method utilizes the level set method and related tech-
nology to capture interface position. Then, an heuristic coupling
boundary treatment is applied. This boundary treatment capital-
izes on the notion that fluid’s normal velocity and pressure are
continuous across the interface, while material properties~and,
related to this, entropy, temperature etc.! are discontinuous. Spe-
cifically, the GFM simulation of two-material compressible flow
involves two sets of flow variable fields—one for each material.
Then, based of the sign of the level set function, all computational
nodes for each field are tagged on Ghost and Real nodes. The task
of the GFM boundary condition capturing is to properly populate
‘‘Ghost’’ nodes of each field. This is accomplished by copying
normal velocity and pressure from the locally Real fluid, while all
rest variables~i.e., entropy and tangential components of velocity!
are extrapolated from the Real to Ghost zones. Moreover, in order
to limit over-heating errors, the extrapolation of entropy is applied
with some offset thickness, which allows to ‘chop’ a significant
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portion of numerical errors in profiles of density/temperature
around the interface. This is called ‘‘isobaric fix’’@14#.

Effectively, the GFM applies boundary conditions inprimitive
variables, for each fluid. It is known, that primitive-variable
boundary treatment allows to eliminate pressure oscillations in
description of multi-material interfaces1 ~see@3–4#!. In general,
the GFM method produces excellent solutions for two-component
g-gas flows. In some cases, however, the GFM scheme fails to
perform. For example, when it is applied for simulation of air-
water flows, the ‘‘direct primitive-variable’’ GFM coupling de-
scribed above does not produce stable solutions@15#. Since direct
specification of pressure and normal velocity is prohibited by the
characteristic properties of subsonic compressible flows~see
@16#!, the GFM treatment involves over-specification of boundary
conditions and, related to this spurious pressure errors. While
these pressure errors are insignificant for soft fluids~e.g.,g-gas!,
they are detrimental in the presence of stiff fluids~e.g., water!.

We believe that in order to properly treat interfaces with stiff
fluids, the boundary condition treatment~and coupling! must be
applied in characteristic variables, as is a common practice in
boundary treatment of single-phase compressible fluid dynamics
~see for review@16#!. This motivated us to pursue the develop-
ment of a characteristics-based boundary treatment—the
Characteristics-Based Matching~CBM! approach@17#. In this first
step, we treated the case of a stationary solid-fluid boundary. In
the present paper, we will focus on the CBM treatment of moving
fluid-solid boundaries. The full CBM treatment for fluid-fluid in-
terfaces is presented elsewhere.

The paper is organized as follows. First, we describe the nu-
merical method utilized. In particular, we outline the basic idea of
the CBM treatment at the immersed boundary, and describe de-
tails of the numerical implementation, i.e., the ‘‘Virtual Space
Relaxation’’ ~VSR! procedure and temporal and spatial
characteristics-based conservative finite-difference discretization
~CBCFD! schemes. Next, we show performance of the CBM
method on several one-dimensional shock tube tests, with station-
ary and moving fluid-solid interfaces; multi-dimensional shock
tube tests; multi-dimensional complex-geometry tests and, finally,
multidimensional moving fluid-solid boundary test.

2 Governing Equations
We will consider a numerical solution of the following generic

system of hyperbolic conservation laws with arbitrary source
terms:

Ut1@FW ~U!#x1@GW~U!#y1@HW ~U!#z5S~ t,x,U! (1)

where t is time; r5(x,y,z) is a position-vector; U
5(U1 , . . . ,Us)

T and ~FW ,GW ,HW ! are the vector of the conservation
variables~CV! and the vector of physical fluxes inx, y and z
directions respectively;s is a total number of the conservation
variables. The Jacobian matricesA(x)5]FW /]U, A(y)5]GW /]U and
A(z)5]HW /]U must havem real eigenvalues and a complete set of
eigenvectors. The vector of source termsS(t,x,U) is a function of
time, space and conservation variables, in the most
general case.

As a particular example, we will operate withEuler equations
for compressible fluid dynamics~extension to Navier-Stokes equa-
tions is straightforward, see@17#!. In this case,S(t,x,U)50; and
the vectors of the conservation variables and fluxes are:

U5S r
ru
rv
rw
re

D , FW 5S ru
P1ru2

ruv
ruw

u~P1re!

D
(2)

GW5S rv
rvu

P1rv2

rvw
v~P1re!

D , HW 5S rw
rwu
rwv

P1rw2

w~P1re!

D
Here, r, P, (u,v,w) and e are the fluid density, static pressure,
velocity vector and total specific energy, respectively. We will
considerg-law gas, with equation of stateP5(g21)r i , wherei
is a specific internal energy.

3 Numerical Approach

3.1 Immersed Boundary and Types of Nodes. Consider a
‘‘level set’’ function @8# and @18#!, defined in all computational
nodes as a signed distance to the boundary,w (m,i,j,k)

(n) , where indi-
ces @n,m,i,j,k# denote points of finite-difference discretization in
virtual space~see below!. For simplicity, we will consider uniform
grids. Extension to adaptively refined grid will be presented else-
where. Zero-level of the distance function represents an interface.
We will consider it as aone-sided boundary@17#; i.e., zero-level
separates boundary and fictitious nodes~GHOST region,w (m,i,j,k)

(n)

,0) from the fluid nodes~REAL region,w (m,i,j,k)
(n) .0), Fig. 1. The

level set function is either fixed ~stationary
one-sided boundary! or evolves in time ~‘moving one-sided
boundary’ !.

Based on the current value of the level set function, all compu-
tational nodes are ‘‘tagged’’ in four different groups:

1It is also known that the theory of weak solutions for non-conservative formula-
tion is not well-established. Therefore, the best strategy would be to combine a
conservative method for computational nodes located away from the interface with
non-conservative method near interface~e.g.,@5#!, simultaneously reducing thus both
pressure oscillations and conservation errors.

Fig. 1 On the formulation of the one-sided boundary of the
CBM treatment
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1. REAL nodes~RNs!. These are nodes in whichw (m,i,j,k)
(n) .0,

Fig. 1. Numerical solution at RNs is obtained using the
Characteristics-Based Conservative Finite Difference (CBCFD)
method ~see
below!.

2. BOUNDARY LAYER nodes~BLNs!. These nodes are lo-
cated at zero-level (w (m,i,j,k)

(n) 50) or in the GHOST region, in the
vicinity of the zero-level

S w~m,i,j,k!
~n! ,0 and F w~m,i61,j,k!

~n! >0 or

w~m,i,j61,k!
~n! >0 or

w~m,i,j,k61!
~n! >0

G D ,

Fig. 1. A solution in BLNs is obtained/imposed using a
Characteristics-Based Matching~CBM! approach~see below!,
which utilizes the level set function, the solution from the RNs
~‘‘one-sided’’-‘‘from-inside’’ treatment! and boundary conditions
to be imposed. Each BLN is tagged to indicate what kind of
boundary it represents~e.g., ‘‘slip,’’ ‘‘pressure,’’ ‘‘non-reflection,’’
etc.!.

3. GHOST LAYER nodes~GLN!. These nodes are located in
the GHOST region and they are within the stencil-range of the
RNs and BLNs: @2Dh•(st12),w (m,i,j,k)

(n) ,0#, where Dh
5MAX( Dx,Dy,Dz) is a grid scale, and st is a stencil of the
numerical scheme utilized~st51 for the 1st-order scheme and
st53 for ENO3 and WENO5). The GLNs are populated in a way,
which would create a minimum effect on the solution in RNs and
BLNs.

4. UNUSED nodes. These are all other nodes in the GHOST
region.

Each time the level set function changes, as in the case of a
moving boundary, all computational nodes are re-tagged.

3.2 Virtual Space Relaxation„VSR…. In the present paper,
we will utilize an implicit time discretization strategy, which is
based on relaxation in virtual space defined as follows.

A new dimension is added, transforming the original set of
equations~1! in physical four-dimensional space$t;x;y;z% into
the system of equations in ‘‘virtual’’ five-dimensional space
$t;t;x;y;z%, wheret is an additional relaxation dimension. Writ-
ten in a discrete form, we will consider the following system of
PDE equations:

Ut1Ut1@FW ~U!#x1@GW~U!#y1@HW ~U!#z50 (3)

This modification does not change the type of equations, i.e., the
system~3! is t-hyperbolic, since the original system Eq.~1! is
t-hyperbolic.

Next, Eq. ~3! can be written in the following discrete finite-
difference form:

U~m,i,j,k!
~n11! 2U~m,i,j,k!

~n! 52DtS @U~m,i,j,k!
~n! # t

1@FW ~m,i,j,k!
~n! #x

1@GW ~m,i,j,k!
~n! #y

1@HW ~m,i,j,k!
~n! #z

D (4)

where @U(m,i,j,k)
(n) # t , @FW (m,i,j,k)

(n) #x , @GW (m,i,j,k)
(n) #y and @HW (m,i,j,k)

(n) #z are
point values of the backward-difference approximation of the time
derivative and numerical flux functions in three spatial dimen-
sions, correspondingly~see below!.

At each physical time step@m→m11#, we would seek the steady-
state solution in virtual space$t;t;x;y;z%. Projection of this so-
lution into the space$t;x;y;z% is our physical solution. After each
round of relaxation in virtual time, all relevant discrete physical
valuesC are shifted asC l21,i,j,k5C l,i,j,k , l5n2stt, . . . ,n

, where stt is

a stencil of the backward difference formula for physical time
discretization~see below!. Note, that we choose the first-order-
accurate Euler scheme for virtual timet discretization, since we
are interested in at-steady-state. In this respect, it is instructive to
note similarity between the VSR and the method of artificial com-
pressibility ~AC!, widely used for simulation of incompressible
fluid flows @19#—in both methods, the ‘‘dual time stepping’’ is
used.

During each round of the VS-relaxation, the pseudo-time step is
dynamically chosen based on the CFL limit in virtual space as
Dt5st min@Dt;Dh/lmax#, whereDt andDh5max@Dx,Dy,Dz# are
the physical time and space steps, whilelmax is the maximum
characteristic speed~eigenvalue! corresponding to the Jacobian
matrices of the flux terms@FW #x , @GW #y and @HW #z . In all calcula-
tions presented here, we utilizedt-CFL numberst50.4.

Each round of the VS-relaxation is terminated when the follow-
ing convergence criterium is achieved2 @20#:

U DU

Unorm
U<EW (5)

where DU5max@U(m,i,j,k)
(n) 2U(m,i,j,k)

(n21) #D ; D is the whole discrete
@m,i,j,k# domain;Unorm is a vector of the normalization conservative
variables. For normalization of density and total energy, we uti-
lized @Unorm#15min@r#D and @Unorm#55min@re#D ; while the nor-
malization parameter for momentum was set to 1. A tolerance
vectorEW was typically set to@1027,1027,1027,1027,1027#T. With
this level of tolerance, the procedure typically converged in 25–30
virtual time steps. Setting tolerance to the level of 1022, the con-
vergence can be achieved in 5–7 steps. Moreover, even with this
low level of tolerance, the VSR-based solution is found to be
comparable with the RK-TVD-based scheme.

The VSR is found to be always convergent tot-steady-state,
because this state ist-hyperbolic. This is different from similar
methods of artificial compressibility~AC!, widely utilized in the
case of incompressible fluids, for whicht-steady-state is elliptic—
and there is no complete convergence, since there are always
leftovers—‘‘artificial compressibility’’ pressure waves, the level
of which corresponds to the chosen numerical Mach number@19#.
While the above argument is rather intuitive and, at the moment, it
can be backed-up only by our practical experience with the
VSR—we hope to prove it rigorously in future.

Apparent disadvantage of the VSR time discretization relatively
to the explicit schemes is that each physical time step is more
computationally expensive, which is a common feature for all
implicit schemes. The major advantage of the VSR coupled with
CBM—is that it allows to eliminate ‘‘small cell’’ problems, which
otherwise would dwindle simulation time step due to the restric-
tive CFL condition on physical time. Note, that in VSR we utilize
CFL restriction int but not in physical timet. We will discuss
other pros of the VSR-based scheme later throughout the text.
More about advantages of the VSR are presented in@20#.

3.3 Physical Space Discretization. To discretize the con-
servative flux terms of the system of governing equations~3! at
the computational node@ (m,i,j,k)#, we employ a ‘‘Characteristics-
Based Conservative Finite-Difference’’ CBCFD approach@21#.
Following Shu and Osher@22#, the numerical flux functions can
be defined as

@FW ~m,i,j,k!
~n! #x5

F~m,i11/2,j,k!
~n! 2F~m,i21/2,j,k!

~n!

x~m,i11/2,j,k!2x~m,i21/2,j,k!
1O~Dxa!

@GW ~m,i,j,k!
~n! #y5

G~m,i,j11/2,k!
~n! 2G~m,i,j21/2,k!

~n!

y~m,i,j11/2,k!2y~m,i,j21/2,k!
1O~Dya! (6)

@HW ~m,i,j,k!
~n! #z5

H~m,i,j,k11/2!
~n! 2H~m,i,j,k21/2!

~n!

z~m,i,j,k11/2!2z~m,i,j,k21/2!
1O~Dza!

2More rigorous convergence criteria, based onL1- and L2-norms of errors, are
developed in@21#.
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wherea is a ‘‘target’’ accuracy of the scheme; whileF(m,i61/2,j,k) ,
G(m,i,j61/2,k) andH(m,i,j,k61/2) , are the numerical fluxes at the edges
of the computational cell, evaluated by the high-order-accurate
characteristics-based upwind-differencing. Detail discussions of
the characteristic decomposition and upwinding can be found in
@17,21,23#.

In the present study, we will utilizea! the WENO5 scheme for
extrapolation of point values of flow variables to the cell edges,
~e.g., @Um,i1s,j,k

~n )→Um,i11/2,j,k
~n! #s522, . . . ,2); b! use Roe-Average

~RA! approach for construction of the characteristic-
decomposition-matrix; andc! Local-Lax-Friedrichs~LLF! and
WENO5 scheme for evaluation of fluxes in characteristic space.
Correspondingly, the scheme will be denoted as
VSR' /WENO5 /LLFRA, where ‘‘'’’ is the order of scheme for
physical time discretization~see below!.

3.4 Physical Time Discretization. In the frame of the VSR-
based strategy, physical time can be treated in a similar fashion as
physical space dimensions, i.e., the numerical time flux function
can be defined as

@U~m,i,j,k!
~n! # t5

U~m11/2,i,j,k!
~n! 2U~m21/2,i,j,k!

~n!

t ~m11/2,i,j,k!2t ~m21/2,i,j,k!
1O~Dta! (7)

The characteristic speed is 1, which means that we need to
utilize backward difference scheme for extrapolation to the cell
edges. We will use the following three time discretization
schemes:

The 1st-order

Piecewise-
Constant

→U~m11/2,i,j,k!
~n! 5U~m,i,j,k!

~n! 1O~Dt !

The 2nd-order

Piecewise-
Linear

→U~m11/2,i,j,k!
~n! 5

3U~m,i,j,k!
~n! 2U~m21,i,j,k!

~n!

2
1O~Dt2! (8)

The 3rd-order

Piecewise-
Parabolic

→U~m11/2,i,j,k!
~n! 5

15U~m,i,j,k!
~n! 210U~m21,i,j,k!

~n! 13U~m22,i,j,k!
~n!

8
1O~Dt3!

In order to prevent Gibbs-phenomenon attributed to the high-
order-schemes, we will apply geometrical limiter, implemented as
follows. The high-order-accurate ‘‘correction vector’’ can be writ-
ten as:

dU5U~m11/2,i,j,k!
~n! 2U~m,i,j,k!

~n! (9)

Next, each component of the correction vector is limited as

dUL5S•maxF 0,minH udUu,

S• x

2
~U~m,i,j,k!

~n! 2U~m21,i,j,k
~n! J G (10)

for the 2nd-order scheme; and as

dUL5S•max3 0,min5
udUu,

S• x

2
~U~m,i,j,k!

~n! 2U~m21,i,j,k
~n! ,

S• x

4
~U~m,i,j,k!

~n! 2U~m22,i,j,k
~n! ,

S• x

2
~U~m21,i,j,k!

~n! 2U~m22,i,j,k
~n!

6 4 (11)

for the 3rd-order scheme. In Eqs.~10! and ~11! above,
S5Sign~dU! andx is a limiting parameter, which was set to 1/2 in
the present study.

Finally, the ‘limited time-cell-edge high-order-accurate terms’
can be expressed as

U~m11/2,i,j,k!
~n!,L 5U~m,i,j,k!

~n! 1dUL (12)

3.5 Characteristics-Based Matching„CBM …. The purpose
of the characteristics-based matching~CBM! is to ‘‘infuse’’ the
desirable set of boundary conditions at the BLNs, see Figs. 1 and
2. The approach is based on the well-known one-dimensional

characteristic-decomposition-based boundary treatment of com-
pressible fluid~see, e.g.,@16#!; and make use of the level set
function to extend it to multiple dimensions.

3.5.1 ‘‘Normal’’ Coordinate System.Within the level set for-
mulation, it is straightforward to define a normal vector as:

NW 5
¹w

u¹wu
5~jx ,jy ,jz! (13)

It is instructive to note that the level set function is defined in such
a way, so the unit normalNW is pointing from the GHOST to the
REAL zones, Fig. 1.

Next, we define two tangential planes as follows:

Fig. 2 On treatment of the RNs, BLNs and GNs
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(14)

and

TW 95~zx ,zy ,zz!5NW 3TW 8

5~jyhz2jzhy ,jzhx2jxhz ,jxhy2jyhx! (15)

Thus, knowing a signed distance function~a level set! at each
computational node, we can transform our Cartesian coordinate
system into a new local coordinate system~we will call it ‘‘nor-
mal’’ !, which ‘‘fits’’ the shape of the boundary. Note, that this
transformation is a simple rotation, which has the following Jaco-
bian matrix and its inverse:

J̄5F jx jy jz

hx hy hz

zx zy zz

G ; J̄215F xj xh xz

yj yh yz

zj zh zz

G (16)

Importantly, the Jacobian of the rotation is

J[det~ J̄21!51 (17)

Transformation of the gradients of a scalar functionf can be
accomplished using the following expressions:

¹f5 J̄T
•¹8f and ¹8f5@ J̄21#T

•¹f (18)

where the gradients in the ‘‘Cartesian’’ and ‘‘Normal’’ coordinate
systems are

¹f5F ]xf
]yf
]zf

G and ¹8f5F ]jf
]nf
]zf

G (19)

respectively.
Contravariant velocities are defined by

Vc5F Vj

Vh

Vz

G5 J̄•F u
v
w
G (20)

3.5.2 Governing Equations in the ‘‘Normal’’ Coordinate Sys-
tem. Using the transformation to a ‘‘normal’’ coordinate system,
introduced in the previous section, the governing equations Eq.
~3! can be re-formulated in the following ‘‘strong conservation
form’’ ~see, e.g.,@24#!:

Ut1Ut1@ F̃W~U!#j1@G̃W~U!#h1@H̃W~U!#z5 S̃W~U! (21)

where we utilized equation~17! for the Jacobian. The flux terms
of this ‘‘Normal-Conservation Formulation~NCF!’’ are

F̃W~U![jxFW 1jyGW1jzHW

G̃W~U![hxFW 1hyGW1hzHW

H̃W~U![zxFW 1zyGW1zzHW
or S F̃W

G̃W

H̃W
D 5 J̄•S FW

GW
HW
D (22)

When dealing with boundary conditions, it is more convenient
to operate with ‘‘primitive’’ variables. We define ‘‘normal-
primitive variables (NPV)’’ as

U* 5@r,P,Vj ,Vh ,Vz#
T (23)

The governing equations for NPVsU* can be expressed as

(24)

The Jacobian of transformation from the conservative CV to the
normal primitive NPV variables,

U5S r
re
ru
rv
rw

D →U* 5S r
P
Vj

Vh

Vz

D
is defined by the following matrix:

P53
1 0 0 0 0

e1r i r r i P rS uxj

1vyj

1wzj

D rS uxh

1vyh

1wzh

D rS uxz

1vyz

1wzz

D
u 0 rxj rxh rxz

v 0 ryj ryh ryz

w 0 rzj rzh rzz

4
(25)

3.5.3 Characteristic Decomposition of the Normal Flux.The
normal flux vectorDW can be linearized as

DW 5A* •@U* #j (26)

where the Jacobian matrixA* is defined as

A* [P21Q̃; Q̃→qsr[
]F̃s

]Ur*
(27)

The Jacobian matrix of the flux-transformationQ is given by

Q5F Vj 0 r 0 0

Q21 Q22 Q23 Q24 Q25

uVj jx r~u1Vjxj! rVjxh rVjxz

vVj jy r~v1Vjyj! rVjyh rVjyz

wVj jz r~w1Vjzj! rVjzh rVjzz

G (28)

where

Q215Vj~e1r i r!

Q225Vj~11r i P!

Q235P1r@e1Vj~uxj1vyj1wzj!#

Q245rVj~uxh1vyh1wzh!

Q255rVj~uxz1vyz1wzz!

With this, the Jacobian matrixA* can be written as:
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A* 5P21
•Q53

Vj 0 r 0 0

0 Vj

rc2

xj

0 0

0
xj

r
Vj 0 0

0
xh

r
0 Vj 0

0
xz

r
0 0 Vj

4 (29)

where the metrics coefficients for a rotation are:

H xj5jx
21jy

21jz
25uNW u[1

xh5jxhx1jyhy1jzhz5NW •TW 8[0

xz5jxzx1jyzy1jzzz5NW •TW 9[0

(30)

and the sound speedc is defined as

c[Axj

P2r2i r

r2i P

(31)

The eigenvalues of the Jacobian matrixA* are

LW * 5F l1* 5Vj2c

l2* 5Vj

l3* 5Vj

l4* 5Vj

l5* 5Vj1c

G (32)

The left and right eigenvector matrices of the Jacobian matrixA*
are

L* 5F 0 1 2cr 0 0

0 0 0 1 0

c2 21 0 0 0

0 0 0 0 1

0 1 cr 0 0

G and R* 5@L* #21

(33)

respectively.
Decoupling of the governing equations in the NPF formulation

Eq. ~24! can be achieved by ‘‘putting’’ them into the ‘‘character-
istic space’’ as:

L* @U* #t1LW 1L* CW50 (34)

where

Li[l i* @L* # i@U* #j ; i 51, . . . ,m;

m is a total
number of
equations

(35)

can be interpreted as the amplitude variations of the characteristic
waves~AVCW! moving in the ‘‘normal’’-~j!-direction ~see, e.g.,
@25#!. Eq. ~34! can also be written in a component form as

(36)

whereAs represents the time derivative of the amplitude of the sth
characteristic wave~see study by Thompson@16#!. Equation~36!
will serve as a platform for incorporation of the desired set of BCs
into the solution at the BLNs.

3.5.4 The CBM Correction Term.Let us re-formulate Eq.
~36! by adding the correction termdLsBC

:

(37)

where

(38)

For the case of Euler equations, the correction termdLsBC
is set to

zero, if thesth characteristic wave is leaving the computational
domain—thus, a virtual-time-advancement of this wave would be
consistent with the basic scheme utilized in RNs. If thesth char-
acteristic wave is entering the REAL region,dLsBC

allows us to
‘‘blend-in’’ one boundary condition. For this purpose, let us put
the system of Eq.~37! back into the physical space by multiplying
it on the matrixR* :

@U* #t1R* dLW BC1SW* 50 (39)

which for the case of the equations of gas dynamics can be ex-
pressed as:

F r
P
Vj

Vh

Vz

G
t

13
dL1BC

12dL3BC
1dL5BC

2c2

dL1BC
1dL5BC

2
dL5BC

2dL1BC

2cr
dL2BC

dL4BC

4 1SW* 50 (40)

Now, using Eq.~40!, we can calculate the correction termsdLsBC

allowing us to ‘‘infuse’’ the desired set of BCs in primitive vari-
ables.

Recipes for different types of boundary conditions for Euler and
Navier-Stokes equations are given in@17#. Here, we will present
the CBM correction terms for slip adiabatic stationary/moving
wall and non-reflection~see below!.

Once all CBM correction terms are computed, the vector of
NPVs is advanced in virtual time, according to Eq.~40!, and, then,
all conservative variables are recovered.

3.5.5 Slip Adiabatic (Moving/Stationary) Wall.For this case,
the following set of boundary conditions must be satisfied:
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I. Subsonic Inflow
~l2* >0 l1* <0!

II. Subsonic
Outflow ~l2* ,0,

l5* >0

III. Overspecified
Subsonic Outflow
~l2* ,0,l5* >0!

S Vj 5given

]jVh 50

]jVz 50

]jT 50

D ~Vj5given! S Vj 5given

]jT 50
D

4 BCs 1 BC 2 BCs
(41)

Here, for simplicity, we will describe only subsonic case. Over-
specified Subsonic Outflow boundary condition is considered in
the context of over/under-heating in moving boundaries ‘‘in a rar-
efaction mode’’~see below!.

In details, the above set of BCs is implemented as follows.
After all REAL nodes are updated, the following procedure is
applied at each BLN:

1. Compute temperature and tangential components of the con-
travariant velocity using the ‘‘inverse’’ of the finite-difference rep-
resentation of]jC by Eq. ~18!, i.e.:

C~m,i,j,k!
~BC 5

Q2F ~Cx
2C~m,i21,j,k!1Cx

1C~m,i11,j,k!!xju~m,i,j,k!

1~Cy
2C~m,i,j21,k!1Cy

1C~m,i,j11,k!!yju~m,i,j,k!

1~Cz
2C~m,i,j,k21!1Cz

1C~m,i,j,k11!!zju~m,i,j,k!

G
Cx

Lxju~m,i,j,k!1Cy
Lyju~m,i,j,k!1Cz

Lzju~m,i,j,k!

(42)

whereC5T, Vh or Vz ; Q is a value of the gradient to be im-
posed~Q50 in this particular case!; while Cs

2,1,L
~s5x,y,z) are the

coefficients of the ‘‘normal-vector-based’’ finite-difference formu-
las for gradients]xC, ]yC and]zC, i.e.

jsu~m,i,j,k).0H Cs
250

Cs
L521/Ds

Cs
151/Ds

jsu~m,i,j,k),0H Cs
2521/Ds

Cs
L51/Ds

Cs
150

(43)

jsu~m,i,j,k)50H Cs
2521/~2Ds!

Cs
L50

Cs
151/~2Ds!

2. Based on the currently available values, compute character-
istic velocities at BLN, and determine the state of characteristic
waves, see Eq.~41!.

3. Perform the following iterative procedure, in order to com-
putedLW BC :

a. Using the equation of state, from the currently available lo-
cal pressureP(m,i,j,k!

~iter! and temperatureT(m,i,j,k!
~BC! , calculate density

r (m,i,j,k!
~BC,iter! .
b. Calculate CBM corrections as

dL1BC
5 0

dL2BC
5 2FVh~m,i,j,k!

~BC! 2Vh~m,i,j,k!
~n!

Dt
1SW4* G →

I.
Subsonic
Inflow

5 0 →Otherwise

dL4BC
5 2FVz~m,i,j,k!

~BC) 2Vz~m,i,j,k!
~n!

Dt
1SW5* G →

I.
Subsonic
Inflow

5 0 →Otherwise

dL5BC
5 dL1BC

22r~m,i,j,k!
~n! c~m,i,j,k!

~n FVj~m,i,j,k!
~BC) 2Vj~m,i,j,k!

~n!

Dt
1SW3* G

dL3BC
5

2

dL1BC
1dL5BC

12c~m,i,j,k!
~n2! Fr~m,i,j,k!

~BC,iter!2r~m,i,j,k!
~n!

Dt
1SW1* G

2

→

Subsonic
Inflow
~I! and
Over-

specified
Outflow

~III

c. Update NPVs, using a finite-difference discretization of Eq.
~40!.

d. Iterate until convergence inP(m,i,j,k!
~iter! andr (m,i,j,k!

~BC,iter! is obtained.
Typically, the convergence is achieved in three iterations.

4. Recover conservative variables.

It is instructive to note that during the calculation of the tem-
perature and tangential components of the contravariant velocity
by Eqs.~42! and ~43!, the right-hand side of Eq.~42! might con-
tain both already updated values,(n11)—from the neighbor RNs,
and ‘‘old’’ values, (n)—from the neighbor BLNs and GNs. This
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inconsistency is eliminated at the VSR-relaxed state, which is an
important advantage of the VSR-based strategy. Furthermore, with
the VSR, there is no need for a ‘‘locally refined matching~LRM!’’
procedure, utilized in@17# to alleviate ‘‘small cell’’ problem and
make the scheme to be able of handling strong shocks.

3.5.6 Non-Reflection.This BC is one of the most common
approaches for free-boundary treatment@16#. Nonreflection
boundary condition requires the amplitudes of incoming charac-
teristic waves to be constant in virtual timet (As50, see Eq.
~36!!. This condition is equivalent to stating that there are no
incoming waves, as it is the variation in amplitude which consti-
tutes the wave motion. With this, using Eq.~36!, the CBM cor-
rections for thesth incoming AVCWs are computed as

dLsBC
52@L* #sSW* (44)

or, more specifically:

dL1BC
52@SW2* 2crSW3* #→ Supersonic

Inflow, l1* .0

dL5BC
52@SW2* 1crSW3* #→

Subsonic/Supersonic
Inflow and
Subsonic
Outflow
l5* .0

dL2BC
52SW4* →Subsonic/Supersonic

Inflow l2* .0 (45)

dL4BC
52SW5* →Subsonic/Supersonic

Inflow l4* .0

dL3BC
52@c2SW1* 2SW2* #→Subsonic/Supersonic

Inflow l3* .0

At this point, we would like to emphasize another advantage of
the VSR-based strategy, in a frame of the nonreflection boundary
treatment. While explicit-scheme-based non-reflectionfreezes in-
coming characteristic waves in physical time~see@17#!, the VSR-
based non-reflection freezes incoming characteristic wave invir-
tual (relaxation) time, which allows to take into account local time
derivatives~incorporated into the source termSW* , see Eq.~38!!.

3.6 Treatment of the Domain Boundaries„Patches…. Popu-
lation of GNs. Special treatment is required for computational
nodes at the boundaries of the computational domain, see Fig. 3a.
We have explored two options for setting normal vector at these
nodes:a! Normal vector is re-set to benormal to the boundary,
Fig. 3b; andb! Normal vector is re-set to betangential to zero-
level. In this case, the level-set-based normal is ‘‘switched’’ with
one of the tangential vectors, Eqs.~14! and~15!, choosing the one
which forms the smallest angle with the normal to the boundary,
Fig. 3c. As it is shown in our numerical tests, the second option is
preferable. We will demonstrate the distorting effects of the first
option later~see Test 5!.

After all RNs and BLNs~both internal and at the boundary, Fig.
3a! nodes are updated, all GHOST nodes~GNs! are populated
using the first-order-accurate PDE-based extension technique@26#.
Note, that, during extrapolation, at the domain boundary, one can
use both the normal to the boundary and tangential to zero level
approach, according to the choice of boundary treatment of BLNs
~see above!.

3.7 Note on Conservation. Our method utilizes conserva-
tive numerical scheme inside of fluid, but turns into non-
conservative at the interface. Therefore, near the interface, there is
formally a lack of discrete conservation on a set of measure zero.

The incentive to operate in conservative formulation originates
from well-established theory to constructweak solutions, using
the conservation properties of the system; while weak solutions to
non-conservative formulations has yet to be defined. Both formu-
lations are equivalent in smooth regions of the flow, but they are
generally not equivalent if shocks waves are formed.

Fig. 3 On the treatment of ‘‘patch’’ boundaries of the compu-
tational domain
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On the other hand, when modelling multi-material contact dis-
continuities, switching to primitive~non-conservative! formula-
tion is a common practice. This is because the non-conservative
formulation allows to eliminate non-physical pressure oscillations
at the interface@4,3,14# and@6#. Since the CBM non-conservative
treatment is applied only at the boundary nodes, the conservation
errors seem to be insignificant, even for strong shocks~see results
of numerical examples below!.

4 Numerical Examples
In the present section, we will test the CBM treatment on a

number of numerical tests, with stationary and moving bound-
aries. We will start testing the VSR scheme, comparing it to the
explicit RK-TVD scheme, see Test 1. Then we will move to the
evaluation of the VSR-CBM scheme in one and multiple dimen-
sions, for stationary and moving boundaries.

4.1 One-Dimensional Tests

4.1.1 Test 1: Sod’s Test.As a first test-case, we take the fol-
lowing 1D Riemann problem, proposed by Sod@27#. Consider
g-gas~g51.4!. At the center of the shock tube, there is a jump of
flow variables. Initial conditions on the rightR and leftL of the
jump are:

~rL ,UL ,PL!5~1,0,1!
(46)

~rR ,UR ,PR!5~0.125,0,0.1!

Calculations, performed using both the RK-TVD and the VSR-
based approach, are shown in Fig. 4. The results of the third-
order-accurate RK-TVD and VSR are nearly identical. The lower-
order VSR schemes tend to smear-out both contact discontinuity
and shock. For this test, the explicit RK-TVD scheme is more
computationally efficient, because it requires less~3! iterations per
time step. Setting tolerance of the VSR scheme to the level of
1027, the convergence is achieved in 20–30 iterations. If the tol-
erance is set to 1022, the convergence is achieved in 5–7 steps,
which is quite close to the performance of the RK-TVD approach.
Also, we numerically verified that even with this low tolerance
level, the difference in computational results between the RK-
TVD and the VSR scheme are insignificant.

In difference to the RK-TVD scheme, the VSR scheme permits
calculations with CFL number~defined in $t;x;y;z% space,s t)
significantly more than 1. Figure 5 shows the results of calcula-
tions fors t varying from 0.88 to 3.52. Even with coarse physical

Fig. 4 Test 1: Comparison of the VSR-based time discretization strategy to the Runge-Kutta TVD scheme
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time resolution, the position of the contact discontinuity and shock
are captured correctly. Though, one can observe significant smear-
ing due to the physical time under-resolution. As such, the VSR
scheme can be seen as an effective approach for modelling of
stationary or slow-moving compressible fluid flows.

4.1.2 Note on the Origin of Over- or Under-Heating.The
well-known overheating effect occurs when a shock reflects from
a stationary wall boundary, leading to over- or undershoots in
temperature and density distributions, while the pressure and ve-
locity profiles remain uneffected.

Typical treatment of the solid wall boundary is to apply a re-
flection condition, i.e., the GHOST nodes are set in such a way, so
that a shock impinging on a wall is met by a reflected shock of
equal strength travelling in opposite direction.

There is a number of interpretations for overheating effects.
Recently, Menikoff@28# suggested that the overheating errors are
caused by smearing of the numerical shock profiles and that the
spatial width of these errors tends to shrink to zero, as the effec-
tive numerical viscosity reduced to zero. The results of his calcu-
lations, however, show that the maximum overshoot at the wall
does not shrink as the numerical dissipation goes to zero. The
pressure and velocity profiles equilibrate quickly, while errors in

temperature and density remain. According to Menikoff, the over-
heating error is a symptom of the numerical scheme’s unsuccess-
ful attempt to simulate a physical phenomenon which occurs in
reality.

Similar discussion of the overheating effects are presented by
Noh @29#. Noh also stated that heat conduction at the wall would
dissipate the overheating effect and that the failure of numerical
schemes is partly due to the absence of heat conduction mecha-
nism at the wall.

Some numerical schemes~e.g., Marquina’s scheme,@30#! seem
to possess a built-in heat conduction mechanism, which allows to
generate lower level of overheating. In@14#, it is argued that when
Marquina’s scheme is build on the WENO5 low-viscosity flux
splitting scheme, the errors due to the scheme viscosity are mini-
mized and the intrinsic heat conduction property of the scheme
helps to dissipate the remaining entropy errors, allowing a conver-
gence in bothL2 andL` sense. There are few examples when the
‘heat conduction property’ of the scheme operates on a much
slower time scale than the accumulation of the overheating errors,
which leads to a lack of convergence and significant distortion of
the numerical results. The problem is especially acute for moving
solid boundaries.

In @14#, Fedkiw et al. introduced one possible solution to the
overheating errors. In a procedure, called ‘‘isobaric fix,’’ the over-
heating effects are removed by smearing thermodynamical param-

Fig. 5 Test 1: Effect of the physical time discretization on resolution of discontinuities
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eters near the fluid-solid boundary. In the most successful isobaric
fix strategy, the fluid’s entropy is extrapolated normally to the
boundary, from the layer of fluid locatedDhi.f. inside of the
domain. The thickness of the isobaric fix,Dhi.f. , corresponds to
the thickness of the smearing effect of the numerical scheme, for
capturing contact lines, typically—1 or 2 computational nodes.
While this approach does not eliminate overheating completely, it
allows to limit overheating errors to some acceptable
level.

In what follows~Test 2, 3, and 4!, we will demonstrate that the
CBM-based treatment of the stationary/moving boundaries does
not generate, naturally, significant overheating.

4.1.3 Test 2: Shock Reflection at the Stationary Boundary.
The purpose of this example is to demonstrate how the CBM
scheme works for a standard shock reflection problem. The test
problem we are considering was introduced in@14#. In the com-
putational domain of size 1m, the following discontinuity is ini-
tially generated atx50.9 m:

~rL ,UL ,TL!5~10 kg/m3, 0 m/s, 300 K!

~rR ,UR ,TR!5~100 kg/m3, 0 m/s, 300 K!

On the left, the solid wall boundary condition is applied~reflec-
tion or CBM-based!. On the right, the domain is open~CBM-
based non-reflection!. The shock propagates to the left and reflects
from the wall. The results of the calculations are compared for
time t51.95 msec, Fig. 6, i.e. before the reflected shock interacts
with the moving to the left contact line.

As it can be seen from Fig. 6, the pressure and velocity
are continuous at the solid boundary. However, there exists small
under-heating~from 5 to 7 K!, when the VSR-based scheme
is applied with both reflection and CBM treatment. This is lower
than the result reported in@14#, where the RK-TVD based
scheme is applied with reflection boundary treatment~'13 K!.
Note, that the scheme of@14# produced overheating. Also, the
underheating errors of our scheme are lower than the errors
of the isobaric fix treatment, which produced'8–9 K
overheating@14#.

Next, we investigated the effect of the wall position, by shifting
zero-level on some fraction of grid size, see Fig. 6. The under-
heating effects are found to be slightly higher~within 3 K!, when
the boundary of the domain is located close to the grid node.
Probably, this effect can be attributed to the loss of the accuracy of
the temperature gradient calculation by Eqs.~42! and ~43!, when
the BLN is located close to the grid node.

Fig. 6 Test 2: Study of the over Õunder-heating for a shock reflection from a stationary solid boundary
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4.1.4 Test 3: Moving Piston: Compression.In this test, we
will examine the CBM treatment of the moving boundary. Test
conditions are the same as in example 2 of the paper@14#, i.e.,
initially motionless air~g51.4! with parametersr init510 kg/m3

andTinit5300 K is suddenly compressed by a piston, see Fig. 7a.
We consider a computational domain of size 1m, with open right
boundary~CBM non-reflection boundary treatment!. Initial posi-
tion of the piston is 0.1 m. The piston is instantaneously acceler-
ated to a velocity of 1000 m/s.

The results of the calculations are shown in Figs. 7b–f and

compared with both the reflection treatment of the moving bound-
ary and the isobaric fix treatment,@14#. Similarly to the stationary
boundary, both the RK-TVD-based reflection and isobaric fix gen-
erate over-heating, while the VSR-CBM scheme produces slight
under-heating. The level of entropy errors of the CBM scheme is
comparable to those of the isobaric fix treatment, in the range of 3
to 5 K. The reflection-based treatment resulted in significant over-
heating errors, up to 200 K. Calculations with different spatial
resolutions demonstrate that the under-heating errors do not essen-
tially depend on grid size, see Fig. 7f.

Fig. 7 Test 3: Study of the over Õunder-heating for a moving solid boundary „compression mode …
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4.1.5 Test 4: Moving Piston: Rarefaction.In this test, a pis-
ton, initially located at the position 0.5 m, is suddenly accelerated
to a velocity of2100 m/s, i.e., gas is subjected to rarefaction. In
this case, the CBM boundary treatment results in slight overheat-
ing, see Fig. 8. Importantly, from the point of view of the gas, the
moving boundary is outlet, therefore, the standard CBM treatment
would infuse only one boundary condition, i.e. fluid velocity, see
Eq. ~41!. One can also force additional boundary condition on
temperature gradient~overspecification!, Eq. ~41!. In either case,
the overheating errors are considerably smaller than those of the
reflection boundary treatment, and at the same level as those of
the isobaric fix, see Fig. 9a. Overheating effects of the reflection
boundary treatment are dramatic—up to 80 K, for the present test
problem.

As it can be seen in Fig. 9b, which shows temperature profiles
in a coordinate system located at the fluid-solid boundary, the
overheating errors do not grow in time. The maximum of the
overheating tends to decrease, while the thickness of the over-
heated layer of fluid increases, probably due to numerical diffu-
sion. Furthermore, with a better grid resolution, the overheating
errors tend to decrease, Fig. 9c, which is consistent with the origin
of these errors, discussed in Refs.@14#, @28# and @29#. Also, Fig.
9d demonstrates the sensitivity to the time resolution, i.e., with
smaller physical time step, the overheating errors seem to be
smaller.

4.2 Test 5: Two-Dimensional Sod’s Test. As a next ex-
ample, we will consider a shock-tube test in two spatial dimen-
sions. We shall demonstrate that the CBM boundary condition
capturing strategy is able to maintain one-dimensionality of the
flow. The level set function is generated, representing parallel-
wall-boundaries of the shock tube. In the center of the shock tube,
the jump conditions corresponding to the Sod’s test Eq.~46! are
initiated. Grid resolution wasDx5Dy51/50 and 1/200. Five
cases of the shock tube orientation relatively to the grid lines are

considered:a! aligned (a rot50 deg!; b! a rot515 deg;c! a rot520
deg;d! a rot530 deg ande! a rot545 deg. To eliminate grid effect
in initial conditions, the initial discontinuities are numerically
smeared out over 2–3 grid nodes, using sinusoidal functions.

The results of the calculations are shown in Figs. 10, 11 and 12.
First, the density distribution at the centerline of the shock tube is
independent of the angle of the shock tube orientation, see Fig. 10.
Notably, the results of the simulation demonstrate that the one-
dimensionality of the flow is well preserved, see Fig. 12. Further-
more, due to the VSR-based strategy, this is achieved without
‘locally-refined matching’~LRM! procedure, introduced in our
previous study@17# to eliminate spurious normal streams gener-
ated at zero-level. At the boundary of the computational domain,
the VSR-based non-reflection treatment has been applied. When
the ‘‘tangential to zero-level’’ treatment is employed, see Figs. 3c,
11b and 12, a perfect ‘‘non-reflection’’ is achieved. In the case of
the ‘‘normal to boundary’’ approach, as time progresses, the flow
field is distorted at the junctions of zero-level and boundaries of
the computational domain, Fig. 11a. This distortion generates re-
flected waves, which propagate along the shock tube walls, pol-
luting the computational results.

4.3 Test 6: Three-Dimensional Shock Tube Test. Strong
Shock. As a next example, we will consider a three-dimensional
shock tube. The following discontinuity is generated at the center
of 16 cm-long tube with radius of 5 cm:

~PL ,UL ,rL!5~2•105 Pa, 0 m/s, 2.32 kg/m3!

~PR ,UR ,rR!5~4•103 Pa, 0 m/s, 0.046 kg/m3!

which corresponds to a generated shock Mach number
Msh52.13.

Non-reflection and constant-pressure boundary conditions are
applied at the right and left boundaries of the computational do-
main, respectively. Calculation is performed using 3D computa-

Fig. 8 Test 4: Study of the over Õunder-heating for a moving solid boundary „rarefaction mode …
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tional grid of size 41321321. Only quarter of the tube was mod-
elled, with the CBM inviscid wall boundary treatment applied to
represent symmetry BC conditions at the domain’s LOW-J and
LOW-K patch boundaries.

The dynamics of the density field is shown in Fig. 13. First, the
one-dimensionality of the flow is perfectly preserved. Next, the
CBM-based non-reflection boundary treatment produced a perfect
non-reflecting solution. Finally, the solution procedure is robust,
even for these quite strong shock conditions.

4.4 Test 7: Interaction of the MÄ2.1 Incident Shock With
a Curved Channel. From now on, we will consider two-
dimensional flows with complex geometry. The next test was de-
scribed by Fursenko et al. in@31#, where an interaction of the
Msh52.1 incident shock waves with a curved two-dimensional
channel were investigated. Experimental data were obtained by N.
P. Mende@32#.

The channel geometry utilized in the present study is described
in Fig. 14. Parameters of the curved channel areR150.008 and
R250.028 ~in dimensionless units!. The incident shock with
Msh52.1 was generated by setting the following discontinuity at
the inlet to the channel:

~PD ,Vh,D ,rD!5~1,1.203!
(47)

~PU ,Vh,U ,rU!5~0.20087,0,0.3556!

whereh denotes a direction of the channel axis. Non-reflection
boundary conditions are specified at the inlet and outlet of the
channel. Simulations were performed on a sequence of computa-

Fig. 9 Test 4: Study of the over Õunder-heating for a moving solid boundary „rarefaction mode …, contd

Fig. 10 Test 5: Density profile at the centerline of the shock
tube
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tional grids with grid sizeDh5(R22R1)/20, (R22R1)/40, (R2
2R1)/80 and (R22R1)/160, using the ‘physical time CFL num-
ber’ s t'1.

Density distributions for different moments of the numerical
simulation with grid sizeDh5(R22R1)/160 are presented in Fig.
15. Due to the interaction of the incident shock with the curved
wall of the channel, thel-structure has been formed~Figs. 15b, c
and d!. Figure 16 shows comparison of the VSR-CBM-based
simulation to the experimental interferogram, which represents
lines of the constant density. Description of the experimental fa-
cility and measurement technique is given in@33#. As one can see,
all major flow structures are captured well. These include the po-
sition of the incident shock, formation ofl-structure, ‘‘outer near-
wall contact line,’’ and ‘‘inner-wall rarefaction zone.’’

Fig. 11 Test 5: Effect of the patch boundary treatment on the
steady-state density field

Fig. 12 Test 5: Dynamics of the density distribution for a Sod’s test in two spatial dimensions. Shock tube orientation
relatively to the grid lines is 20 deg. Density is colored and extruded normally to the computational plane, in accor-
dance to its value. The boundary „‘‘zero-level’’ … is also shown. Grid size is 200 2 and s tÄ1.0. Normal vector at the
boundary of the domain is set to be ‘tangential to zero-level’.

Fig. 13 Test 6: Dynamics of the density field. Density is col-
ored and extruded, in accordance to its value. The boundary
„‘‘zero-level’’ … is also shown.
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Figure 17 presents a comparison of thel structure obtained by
a! the VSR-CBM-based scheme;b! the second-order Godunov
~SOG! scheme on a body-fitted structured grid@31#; and c! the
SOG scheme on unstructured grid@31#. The presented results of
the VSR-CBM scheme are computed on a grid resolution (R2
2R1)/160.

4.5 Test 8: Interaction of the MÄ2.1 Incident Shock With
Obstacles. In the next test, we will include two cylindrical ob-
stacles in the channel. The first one is located in the curved part,
with a center positioned at 45 deg relatively to the center of co-
ordinate system. The second obstacle is located at the expanding
part, positioned 0.002 length units downstream from the begin-
ning of the expansion. The radii of both obstacles areR0
50.005. Importantly, a generation of the body-fitted structured
grid for this geometry is challenging. Our grid is structured, and,

at the same time, there are no difficulties to construct the level set
function representing this complex solid-fluid boundary.

Dynamics of the density field is presented in Figs. 18a–f, for
different moments of the simulation. In Figs. 19a and b, the results
of the VSR-CBM-based calculation are compared to those using

Fig. 14 Test 7, 8, 9: On the formulation of the curved channel
geometry „tests 7, 8, and 9 … and cylindrical particle’s trajectory
„test 9 …

Fig. 15 Test 7: Dynamics of the density field. a … tÄ1.05"10À2;
b… tÄ1.55"10À2; c … tÄ2.05"10À2; d … tÄ2.55"10À2.

Fig. 16 Test 7: Propagation of the initially planar shock wave
„MshÄ2.1… through the curved channel. a … interferogram from
the experiment; b … computed density field, using the CBM-
based approach.

Fig. 17 Test 7: Resolution of the l-structure by a … the CBM-
based approach „VSR3 ÕWENO5 ÕLLFRA scheme …; b … the
second-order Godunov „SOG… scheme on a body-fitted struc-
tured grid †31‡; and c … the SOG on unstructured grid †33‡
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the SOG on unstructured grid@31#, obtained for similar geometry
and approximately the same time moment. Both calculations re-
veal similar structures of the flow.

4.6 Test 9: Moving Particle in Supersonic Flow. In our
last numerical test, we will model a moving cylindrical particle in
supersonic flow. Initial conditions for a simulation and initial po-
sition of the particle in a curved channel are shown in Fig. 14.
Incident shockMsh52.1 conditions Eq.~47! are specified at the
position of 0.007 length units below the particle’s initial position.
Particle’s radius was 0.005 units of length. The motion of particle
starts at the timet050.00282. Its trajectory and velocity are de-
scribed by the following set of equations:

Vx5H Vx
~0!50.75 t>t0

0 t,t0

x~ t !5H Vx
~0!~ t2t0! t>t0

0 t,t0

C~ t !5C0 sinF S t2t0

T D 2G
whereT50.015 andC050.0025. Next, ifx<x0 :

xp~ t !52~Rm1C!cos
x

Rm

yp~ t !5~Rm1C!sin
x

Rm

up~ t !5VxF11
C

Rm
Gsin

x

Rm
2VC cos

x

Rm

vp~ t !5VxF11
C

Rm
Gcos

x

Rm
1VC sin

x

Rm

Otherwise:
xp~ t !52~Rm1C!sina01~x2x0!cosa0

yp~ t !5~Rm1C!cosa01~x2x0!sina0

up~ t !5Vx cosa02VC sina0

vp~ t !5Vx sina01VC cosa0

wherex05Rm@p/22a0#; Rm5(R11R2)/2; a05p/18 and

VC~ t !5
2C0

T2
~ t2t0!cosF S t2t0

T D 2G
The trajectory of the particle is shown in Fig. 14. The particle’s
motion is transonic, based on both pre- and post-incident-shock
parameters of the flow, see Fig. 20.

Simulation was performed on a computational grid of sizeDh
5(R22R1)/160, withs t'1.

The results of the calculation are shown in Fig. 21, which pre-
sents the dynamics of the density field and position of the cylin-
drical particle for different moments of the numerical simulation.

5 Concluding Remarks
A new method ~Characteristic-Based Matching~CBM!! for

modelling of immersed stationary/moving boundaries in a com-
pressible fluid is developed. The method is based on the level-set
technology and characteristic decomposition at boundary nodes,
which enable an efficient, robust and accurate treatment of com-
plex moving fluid-solid boundaries.

The method has been extensively tested on a number of com-
pressible fluid dynamics problems, which include shock tube tests,
complex-geometry strong shock tests and moving piston and par-
ticle tests. The entropy~overheating! errors of the approach have
been examined. These errors, typically present in other boundary
treatment techniques, are found to be insignificant.

Current development of the CBM method is focussed on multi-
fluid interfaces.

Fig. 18 Test 8: Dynamics of the density field. a … tÄ4.5"10À3; b … tÄ8.1"10À3; c … tÄ1.32"10À2; d … tÄ1.56"10À2; e… tÄ1.68
"10À2; f … tÄ2.22"10À2.
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Application of Preconditioning
Method to Gas-Liquid Two-Phase
Flow Computations
A preconditioned numerical method for gas-liquid two-phase flows is applied to solve
cavitating flow. The present method employs a finite-difference method of the dual time-
stepping integration procedure and Roe’s flux difference splitting approximation with the
MUSCL-TVD scheme. A homogeneous equilibrium cavitation model is used. The present
density-based numerical method permits simple treatment of the whole gas-liquid two-
phase flow field, including wave propagation, large density changes and incompressible
flow characteristics at low Mach number. Two-dimensional internal flows through a
backward-facing step duct, convergent-divergent nozzles and decelerating cascades are
computed using this method. Comparisons of predicted and experimental results are pro-
vided and discussed.@DOI: 10.1115/1.1777230#

Introduction
Cavitation is a phase change phenomenon accompanying the

appearance of vapor bubbles inside a homogeneous liquid me-
dium that occurs in the domain below vapor pressure according to
the decrease in local pressure when fluid devices move at high
speed in a working fluid in the liquid state. Cavitation takes vari-
ous forms according to the flow conditions, and causes noise,
vibration and damage, as well as reduced performance in hydrau-
lic machine systems when cavitation bubbles unexpectedly attach
and collapse on body surfaces. Therefore, in order to reduce these
unfavorable effects, technology for accurate prediction and esti-
mation of cavitation are very important in the development of
high-speed fluid devices.

In order to clarify and understand the behavior of cavity flow,
cavity flow models and analytical methods for numerical simula-
tions have been proposed@1,2#, among which, gas-liquid two-
phase flow approaches that consider homogeneous equilibrium
@3–6# are more advantageous. However, because originally cavity
flows have strong unsteady flow phenomena, including phase
changes, fluid transients, vortex shedding and turbulence, a nu-
merical method by which to solve these flows has not yet been
established. In general, there are few comprehensive applications
to the transient flow range from the subcavitation state to the
supercavitation state. Recently, we have proposed a mathematical
cavity flow model @7,8# based on a homogeneous equilibrium
model taking into account the compressibility of the gas-liquid
two-phase media. With this model and TVD-MacCormack
scheme@9# or a high-order MUSCL-TVD solution method@10#,
the mechanism of developing cavitation has been investigated
through application to cavitating flows around a hydrofoil@11–
13#.

The purpose of this paper is to verify the applicability of the
preconditioning solution method by the author@13# and to extend
to a method for unsteady flow by using a dual time-stepping pro-
cedure to treat both compressibility and incompressibility effects
associated with a very large range of mixture sound speeds which
can arise in cavity flows with multi-rates of void fraction. As
numerical examples, two-dimensional~2-D! internal flows

through a backward-facing step duct, convergent-divergent
nozzles and decelerating cascades are simulated. The detailed cav-
ity flow behavior, including the growing and shedding of the cav-
ity for the above flow fields, are investigated. Velocity and pres-
sure distributions obtained by the present preconditioned and non-
preconditioned solution method are compared with experimental
data.

Homogeneous Cavitation Model
Cavity flow of gas-liquid two-phase flow can be modeled as an

apparent single-phase flow using the concept of the homogeneous
equilibrium model@7,8,13#. Under the this model concept, the
pressure for gas-liquid two-phase media is determined using a
combination of two equations of state for gas phase and liquid
phase, which is written as follows:

r5
p~p1pc!

K~12Y!p~T1Tc!1RY~p1pc!T
(1)

where r, p, Y, and T are the mixture density, pressure, quality
~dryness! and the temperature, respectively.R is the gas constant
andK, pc andTc represent the liquid constant, pressure constant
and the temperature constant for water, respectively. This equation
is derived from the local equilibrium assumption, and corresponds
to the following equations of state for a pure liquid (Y50), by
Tammann@14#, and an ideal gas (Y51), respectively.

p1pc5r,K~T1Tc!; for Y50,
(2)

p5rgRT; for Y51

where the subscripts, andg indicate liquid phase and gas phase,
respectively. Therefore, the apparent compressibility is consid-
ered, and the sound speedc becomes

1

c2
5

]r

]T
~rCp!211

]r

]p
(3)

Cp is the specific heat capacity at constant pressure ofCp
5YCpg1(12Y)Cp, . The relationship between the local void
fraction a and the qualityY is given asr(12Y)5(12a)r, and
rY5arg , where

a5
RY~p1pc!T

K~12Y!p~T1Tc!1RY~p1pc!T
(4)

The constantspc , K and Tc for water in the above equations
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were estimated as 1944.61 MPa, 472.27 J/Kg K and 3837 K,
respectively.

Fundamental Equations
Based on the cavitation model concept mentioned above and

neglecting the surface tension for simplicity, the 2-D governing
equations for the mixture mass, momentum, energy and the gas-
phase mass conservation can be written in the curvilinear coordi-
nates~j,h! as follows:

]Q

]t
1

]E

]j
1

]F

]h
5

]Ev

]j
1

]Fv

]h
1S (5)

whereQ is an unknown variable vector,E, F are flux vectors and
Ev , Fv are viscous terms, andS is the source term.

Q5JS r
ru
rv
e

rY

D , S5JS 0
0
0
0

Se2Sc

D ,

E5JS rU
ruU1jxp
rvU1jyp

rUH
rUY

D , F5JS rV
ruV1hxp
rvV1hyp

rVH
rVY

D ,

Ev5JS 0
jxtxx1jytxy

jxtyx1jytyy

jxT111jyT22

jxRYx1jyRYy

D , Fv5JS 0
hxtxx1hytxy

hxtyx1hytyy

hxT111hyT22

hxRYx1hyRYy

D ,

where the JacobianJ of the transformation from Cartesian coor-
dinatesxi to general curvilinear coordinatesj i is defined asJ
[](x,y)/](j,h)5xjyh2xhyj . The relationships between the
physical velocityui in xi space and the contravariant velocityUi
in j i space areUi5(]j i /]xj )uj and ui5(]xi /]j j )U j respec-
tively, using the summation convention.T115utxx1vtxy
1k]T/]x, T225utyx1vtyy1k]T/]y and k is the coefficient
of thermal conductivity. Also,R is the effective exchange
coefficient, Se is the rate of evaporation andSc is the rate of
condensation.

The stress tensort, the mixture densityr and the mixture vis-
cosity m @15# can be expressed as

txx5
2

3
mS 2

]u

]x
2

]v
]y D , tyy5

2

3
mS 2

]v
]y

2
]u

]xD ,

txy5tyx5mS ]u

]y
1

]v
]xD , r5~12a!r,1arg ,

m5~12a!~112.5a!m,1amg .

H in Eq. ~5! is the enthalpy defined by total energye5rH2p.

Fig. 1 Comparison of measured and predicted velocity profiles for a backward-facing step at several mach numbers
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Preconditioning Formulation
The hydraulic flow including cavitations can be characterized

as fully three-dimensional, non-linear, viscous flow with laminar
and turbulent regions. In addition, this flow with hydraulic tran-
sients and hydroacoustics has compressible flow characteristic at
low Mach number. For such a flow, a compressible flow model
that includes a preconditioning method@16,17# is advantageous.
Preconditioning is a way to extend the functionality of existing
codes for fully compressible flows to almost incompressible
flows.

Applying the preconditioning method to Eq.~5!, we obtain 2-D
preconditioned governing equations with unknown variable vec-
tors W5@p,u,v,T,Y#T written in curvilinear coordinates as
follows @13#:

G21
]W

]t
1Gw

21
]W

]t
1

]~E2Ev!

]j
1

]~F2Fv!

]h
5S (6)

In this study,t is pseudo-time andGw
21 is a transform matrix of

the Jacobian matrix]Q/]W. The preconditioning matrixG21 is
formed by the addition of the vectoru@1,u,v,H,Y#T to the first
column of the]Q/]W. Parameteru is chosen by Weiss & Smith
@18#,

u5
1

a2
2

1

c2
,

(7)

a25min@c2,max~ uuu2,buU0u2!#

where,U0 is a fixed reference velocity such as average incoming
freestream velocity,b is a constant that will be determined em-
pirically for the appropriate precondition. In general, the value of
b will be chosen so thatu becomes small because, if there is no
problem with stability, smallu gives better solution for governing
equation~5!. In addition, time accuracy of the solution of Eq.~6!
is independent of the pseudo-time term because when the pseudo-
time integration converge, next physical time step is marched.

Source Term
The source terms of the rate of evaporation and condensation in

Eq. ~5! can be assumed as functions of pressure and other selected
parameters. For example,Se for transformation of liquid to vapor
andSc for vapor to liquid are modeled as being proportional to the
vapor mass fraction and pressure difference between the local
pressure and vapor pressure (pv) as,

Se5Ce~12Y!max~0,pv2p! (8)

Sc5CcY max~0,p2pv! (9)

where,Ce5C1r, /(0.5r`u`
2 t`), Cc5CeC2 /C1 , t`5 l ` /u` , and

C1 and C2 are empirical constants.l is the characteristic length
and a` is the inlet valve ofa. These terms are similar to those
used by Singhal et al.@5# and Kunz et al.@19# for both evapora-
tion and condensation under the conditions that heat conduction
and thermal effects on phase change are neglected.

Numerical Method
In this paper, the preconditioned governing equations~6! are

numerically integrated using the three-point backward finite-
difference method of the dual time-stepping integration procedure.
Then, Roe’s flux difference splitting~FDS! method@20# with the
MUSCL-TVD scheme@10# is applied to enhance the numerical
stability, especially for steep gradients in density and pressure
near the gas-liquid interface. Therefore, the derivative of the flux

vector, for instance,E with respect toj at point i can be written
with the numerical flux as (]E/]j)5(Ei 11/22Ei 21/2)/Dj and
then, the approximate Riemann solver based on the Roe’s FDS is
applied. Hence, the numerical fluxEi 11/2 is written as

Ei 11/25
1

2
$E~Qi 11/2

L !1E~Qi 11/2
R !

2Zi 11/2
21 ~Lp

21uLuLp! i 11/2~W i 11/2
R 2W i 11/2

L !% (10)

where,L5(U/a,Ũ1 c̃,U/a,Ũ2 c̃,U/a)D is the diagonal matrix
of eigenvalues andLp and Lp

21 are the left eigenvectors of

Z]E/]W. Z215G211Gw
21d3/2, d5Dt/Dt, Ũ6 c̃5U/a

2(EV)7/2, and

Fig. 2 Comparison of lift and drag coefficients

Journal of Fluids Engineering JULY 2004, Vol. 126 Õ 607

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lp5S 1 0 0 2rCp 0

1 jx,2 jy,2 0 0

0 jy 2jx 0 0

1 jx,1 jy,1 0 0

0 2jy jx 0 1

D
,65

22

~EV!6
rc2A

~EV!65B6AB214Ac2g11/a

A5
rT1rCprp

rTa1rCp~u1rpa!
, B5

U/arCpu

rTa1rCp~u1rpa!

wherea511d3/2, rp5]r/]p, rT5]r/]T, g115jx
21jy

2, and the
eigenvectors are estimated by introducing Roe’s averaging.
W i 11/2

L,R is obtained by applying the third-order MUSCL-TVD
scheme as

W i 11/2
L 5W i1~f/4!$~12k!D1W i 21/21~11k!D2W i 11/2%

(11)

W i 11/2
R 5W i 112~f/4!$~12k!D2W i 13/21~11k!D1W i 11/2%

Here, the flux-limited values ofDW and the minmod function are
determined by

D1W i 21/25minmod~dW i 21/2,bdW i 11/2!,

D2W i 11/25minmod~dW i 11/2,bdW i 21/2!, (12)
dW i 11/25W i 112W i ,

minmod~x,y!5sign~x!max@0,min$uxu,y sign~x!%#

The linear combination parameterk is determined by the range of
21<k<1 and has an effect on the accuracy. That is, Eq.~11! has
3rd-order accuracy atk51/3 andf51. At f50, this equation has
first-order accuracy@21#. Typically, flows with cavitation contain
regions with sharp interfaces between liquid and gas phases. How-
ever, application of the 3rd-order upwind bias scheme to these
regions gives over- or undershoots for the solution at these inter-
faces, which can be a cause of the instability in the computation,
particularly for the mass fraction equations. In order to improve
this difficulty, the flux evaluation is made locally first-order in the
presence of sharp gradients in the mixture qualityY. This is
achieved through the application of an artificial dissipation such
as a second-order dissipations by Jameson et al.@22#. Specifically,
a dissipation is expressed for each coordinate direction asf i51
2di in Eq. ~11!.

di5
uYi 1122Yi1Yi 21u
Yi 1112Yi1Yi 21

(13)

The term of artificial dissipationdi is very small except in the
immediate vicinity of gas-liquid interfaces. On the other hand, the

Fig. 3 Comparison of velocity profiles for 4-deg divergent nozzle
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slope of the flux in the minmod function is controlled by the
limiter b. The range ofb, 1<b<(32k)/(12k), is determined
by the condition of TVD stability. In this computation, ab of 4
and ak of 1/3 are used. Numerical damping arisen from TVD
upwing scheme probably affects the accuracy. In the previous in-
vestigation@21#, however, it was confirmed that the effect of the
damping was limited and there was no sharp drop in accuracy.

Numerical Results

Validation. At first, the present computational method has
been validated for the noncavity laminar duct flow over a
backward-facing step. The expansion ratio of the duct is 1.5@23#.
The Reynolds number Re is 150 based on the step heighth and
inlet maximum velocityUc. A curvilinear coordinates grid with
90321 grid points is used. An ordinary compressible flow bound-
ary condition is imposed.

Figure 1 shows comparisons of streamwise velocities at several
downstream locationsx/h51.6, 8, 16 and 24 behind the step with
experimental data. In the computation for steady state laminar
single-phase flow at several inlet Mach number,b of 0.1 in Eq.~7!
was used except the case of inlet Mach number ofMin50.2 com-
puted without preconditioning. The results obtained by present
preconditioning method are fairly well predicted. It seems that
differences between experimental data are increased with decre-
ment of the Mach number, because of increment ofu in Eq. ~7! for
constantb of 0.1. The difference can be controled by choosing

appropriateb. It is confirmed that at nearly incompressible flow
condition with inlet Mach number of 131024, the present
method still maintaines and shows a reasonable solution. In addi-
tion, we know that the flow atMin50.2 is solved by the present
compressible flow formulation of Eq.~5! without u and predicted
well. For reference, results by the incompressible Navier-Stokes
solver @24# are also shown in this figure.

Next, the present cavitation code with preconditioning method
was applied to a two-phase flow with very small void fraction
approximated by the single-phase. The cavitation number was ad-
justed so that no cavitation took place. The flow field is a single-
passage of decelerating cascade with a pitch-chord ratio of 0.9 and
a stagger angle of 30 deg. The blade profile is a Clark Y 11.7%
hydrofoil. The Reynolds number Re based on the inlet mean ve-
locity is approximately 23105 and Min'0.002. The upstream
and downstream boundaries of the computational domain are lo-
cated at distances of 2 and 5 times chord lengthC from the lead-
ing and trailing edges of the hydrofoil, respectively. A body fitted
H-type computational grid having 211381 grid points is used.
The flow is probably turbulent flow, however, as a first step, com-
putation was performed without turbulent model but with rela-
tively fine grid, because it was worried that conventional single-
phase flow turbulent models gave rather uncertainties in the
confirmation of inherent feature of the present numerical method
as inconsistencies with each other.

Figure 2 shows a comparison of lift (CL) and drag (CD) coef-

Fig. 4 Comparison of void fraction distributions for 4-deg divergent nozzle
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ficients at several angles of attack by preconditioning.CL , CD
values estimated with mean properties~by subscriptm! between
one chord of upstream and downstream boundaries are very rea-
sonable compared with the experimental data@25,26#. However,
in the range of 6;15-deg angles of attack,CD shows some dif-
ferences from experiments. Experimental data are also scattered in
this region. From this, the discrepancy is considered that it is due
to measurement of originally small value of drag coefficients with
uncertainty. Examined flows are considered as a reason, that is,
the present results are obtained from a two-phase flow approxi-
mated by single-phase while experimental data are results of exact
single-phase flow.

Cavitating Flow. Based on the validity of the present precon-
ditioning method, the present preconditioning method was applied
to cavitating flow through two convergent-divergent nozzles
@3,27,28#. The height~h! of the throat sections are 43.7 mm and
34.3 mm. Angles of the convergent and the divergent parts of the
lower wall are 4.3 deg and 4 deg, respectively for the large throat
height. The other one has 18 deg and 8 deg. This flow field is very
similar to the cascade with a large stagger angle such as tur-
bopump inducer in liquid rocket engine. In the present computa-
tion, 351385 points of a body-fitted grid generated by applying
the boundary layer theory are used. The computational conditions
of the isothermal temperature of 293 K and the Reynolds number
of approximately 3.23105 with inlet values are applied. An inlet
void fraction of 0.1% and ab of 50;100 in Eq.~7! were imposed.

As a first step, the effective exchange coefficient was neglected
and the empirical constants in Eqs.~8! and ~9! C150.01 andC2
52C1 at constant time increment.

Figure 3 shows a comparison of predicted time-averaged veloc-
ity distribution with optical probes measurement@3# focused in-
side the cavity in the small divergent nozzle~4.3-4 deg!. In this
figure,y represents the normal distance from the lower wall. Over-
all, u-velocity profiles agree well with each other. However, the
separation region is somethat under predicted especially at section
of 0.51h downstream from the throat. This region is gradually
extended toward downstream. In this case, distributions of void
fraction were predicted as shown in Fig. 4. A thin sheet cavitation
exists in vicinity of the throat and maximum void fraction is ap-
proximately 90%. Atx/h of 0.51 and near bottom wall, a signifi-
cant discrepancy between present and experimental results is ob-
served, however, the profile of void ratio is very similar. As a hole,
the shape of cavitation is well simulated in the all regions. In Figs.
3 and 4, it is easy to understand a typical cavitating flow pattern,
a two-phase flow structure and void fraction distributions of inside
the cavity.

Figure 5 shows another comparison of predicted velocity distri-
bution in the 8-deg divergent nozzle streamwise velocity profiles
agree well with each other. In particular, the thickness of the
boundary layer existing cavitation is very well captured along the
lower wall behind the throat. The cavity thickness is larger than
that in the previous configuration of Fig. 3. The reverse flow ap-

Fig. 5 Comparison of velocity profiles for 8-deg divergent nozzle
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proaches the throat. The mean cavity length evaluated by 10%
void fraction on the wall was approximately 8 cm. Under the
similar flow condition, Reboud et al.@3# obtained a length of 5 cm
by experimental investigation; however, the value of the void frac-
tion used in the evaluation is uncertain. Time-averaged void frac-
tion, density and pressure distributions are shown in Fig. 6. We
can see the typical cavity shape and its internal structure. The
maximum void fraction was approximately 90% near the throat.

Figure 7 shows the time evolution of cavity shape~void frac-
tion! appearing nearly one periodic cycle. Sheet cavitation occur-
ring near the throat develops and flows downstream with nearly
periodic behavior. When a kind of previously formed cloud cavi-
tation is sufficiently far downstream, an attached cavity grows
from the throat. A re-entrant jet develops along the wall~Fig.
7~c,d!!, and then its interaction with the main flow in the near
throat breaks off the attached cavity~Fig. 7~e!!, and the cavitation
cloud is regenerated~Fig. 7~f!!. At this time, some of tiny cavita-
tion scattered by the instability are merged together. As discribed
in Figs. 7~a!–~d!, regenerated cavitation cloud is convected again
by the main stream. Very thin and short sheet cavitation is ob-
served on the upper wall. The shape of the cavity is somewhat
irregular but the formation and development of the cloud cavita-
tion were simulated well in this figure.

Conclusions
Using the preconditioned numerical method for gas-liquid two-

phase flows previously proposed by the author, cavitating and
noncavitating flows through a 2-D backward-facing step duct,
convergent-divergent nozzles and a decelerating cascade were
computed. In the present method, a finite-difference method of a
dual time-stepping integration procedure combined with the
MUSCL-TVD scheme is employed, and a homogeneous equilib-
rium model of cavitating flow is applied.

Through the numerical examination, it was confirmed that the
present preconditioning method yielded good computational per-
formance and reliability, even at low Mach number. In addition,
application to cavitating convergent-divergent nozzles flows was
successful, and good prediction of velocity and void fraction dis-
tributions in comparison with experimental data was obtained.
From the unsteady results of the void fraction and velocity field in
the cavity, the complex cavity flow behaviors of the cavitation
occurrence and its growing and shedding were clarified.
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The Influence of Small Particles
on the Structure of a Turbulent
Shear Flow
In this paper, an analytical solution is found for the Reynolds equations describing a
simple turbulent shear flow carrying small, wake-less particles. An algebraic stress model
is used as the basis of the model, the particles leading to source terms in the equations for
the turbulent stresses in the flow. The sources are proportional to the mass loading of the
particles and depend on the temporal correlations of the fluid velocities seen by particles,
Ri j ~t!. The resulting set of equations is a system of nonlinear algebraic equations for the
Reynolds stresses and the dissipation. The system is solved exactly and the influence of the
particles can be quantified. The predictions are compared with DNS results and are shown
to predict trends quite well. Different scenarios are investigated, including the effects of
isotropic, anisotropic and non-equilibrium time scales and negative loops in Ri j ~t!. The
general trend is to increase anisotropy and attenuate turbulence with higher mass load-
ings. The occurrence of turbulence enhancement is investigated and shown to be theoreti-
cally possible, but physically unlikely.@DOI: 10.1115/1.1779662#

1 Introduction
It is well known that the turbulence characteristics of particle-

laden carrier flows are influenced by the presence of the particles
if particle concentrations are high enough. The surveys by Gore
and Crowe@1# and Hetsroni@2#, for example, show that turbu-
lence levels can be enhanced for large particles, apparently due to
the formation of turbulent wakes behind such particles. The effect
of small particles, however, is usually to suppress the turbulence
by extracting energy from the primary flow turbulence. This con-
clusion has been reinforced recently by the experiments of Savol-
ainen et al.@3# and Varaksin et al.@4#. The present paper is con-
cerned with the case of small, wake-less particles.

In the last two decades, there have been several attempts to
formulate models to describe the turbulence modulation effect. A
discussion of some of the available models is given in Crowe@5#.
A common approach is to investigate the extra dissipation due to
the presence of particles, which appears as a source~or sink! term
in the equation for the Reynolds stresses or turbulence kinetic
energy. The approach used here, following several authors includ-
ing Berlemont et al.@6#, Eaton@7# and Varaksin et al.@4# is ex-
actly that described~and criticized! by Crowe@5#. First, the mo-
mentum equation for the carrier phase is augmented by a source
term due to the presence of a point particle. This equation is then
multiplied by the fluid velocity. The fluid velocity is expressed as
an average value plus a fluctuating part. Subtracting away the
mean part of the resulting equation from the full expression gives
a relation for the Reynolds stress source terms. Crowe’s@5# ob-
jection to this method is that it is not possible to treat the influence
of the particle as if it acts at a point. This will true for relatively
large particles, but it is felt here that the method should be rea-
sonable if the particle size is considered to be small compared
with the smallest length scales of the turbulence.

The DNS results of Squires and Eaton@8# have shown that
correlations between fluid velocities and concentrations can be
very important in turbulence modulation. This is particularly true
for particles with~Kolmogorov! Stokes numbersStK ~defined as
the ratio of the particle relaxation time and the Kolmogorov time
scale! of the order of unity. In practice, the range over which this

effect is important is quite small and it appears safe to assume that
the particle concentration fluctuations are negligible. Here, we are
mainly interested in the behavior for particles for whichStK is
large. In these cases, the concentrations are independent of the
fluid and particle velocities~Squires and Eaton,@8#!. This leads to
a considerable simplification in the expression for particle
sources, compared with that developed by Eaton@7#.

In the present paper, the source terms are derived for a simple
turbulent shear flow in which the Reynolds stresses are constant
throughout the flow, but the mean flow is sheared. This paper
complements the analysis in Graham@9#. There, the effect of the
presence of particles on turbulence kinetic energy levels in the
simple shear flow was examined. Given that we are again con-
cerned with wake-less particles, we expect to find that turbulence
is again attenuate. In the current paper, the changes in the struc-
ture of the flow are also investigated. The basis of the model
presented is an algebraic stress model, which provides a good
description of the this flow in the unladen case~see Libby@10#!.
Source terms due to particles are used to modify the algebraic
stress equations describing this flow. Expressions for the source
terms are taken from the analysis presented by the author in
Graham@11#.

There have been several experimental studies of such flows~see
Tavoularies and Karnik@12# for a review! and there have recently
been some numerical studies using LES~Simonin et al.@13#! or
DNS ~Taulbee et al.@14#!. Tavoularies and Karnik@12# considered
that there were two distinct classes of flows corresponding to
these conditions. The first class was one in which the Reynolds
stresses reach equilibrium values. This corresponds to the shear
flows studied experimentally by Champagne et al.@15#, Rose
@16#, as well as some of the flows studied by Tavoularies and
Karnik @12#. The other class was one in which the Reynolds
stresses grew exponentially in time. In this paper, we are mainly
concerned with the first class in which the Reynolds stresses ap-
proach equilibrium values when the production of turbulence ki-
netic energy exactly balances its dissipation. Even for these equi-
librium flows, however, it appears that the integral length scales
~and therefore presumably the corresponding integral time scales!
grow in time~Tavoularies and Karnik,@12#!. Here, we assume that
the length and time scales have attained finite longtime values.
Equivalently, the period over which the system is studied must be
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small compared with the development time for the integral scales.
A brief discussion on the non-equilibrium case is, however,
included.

The layout of the paper is as follows. In Section 2, the algebraic
stress equations governing the fluid flow are modified to include
the influence of particles. The solutions to the algebraic stress
equations under various different scenarios are investigated in
Section 3. Conclusions from the study are presented in Section 4.

2 Algebraic Stress Equations
The flow to be considered is one in which the Reynolds stresses

are constant throughout the flow, but in which the mean velocity
Ui is sheared:

ui5Ui5d i1

]U1

]x2
x25d i1sx2 ,

where xi is the ordinate in thei-direction, d i j is the Kronecker
delta, s is the shear gradient and the overbar indicates an
ensemble-averaged quantity. In the absence of particles, the equa-
tions for the Reynolds stressesuiuj are ~see Libby@10#!:
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wherep is the pressure,« i j is the dissipation tensor andr f , m f are
the fluid density and viscosity. Using second-order algebraic stress
modelling of the pressure-strain terms~Libby @10#!, and adding
the extra source termsSi j due to the presence of particles gives the
following system:
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wherek is the turbulence kinetic energy and« is its rate of dissi-
pation. The coefficientsc1 and c2 are constants, normally given
numerical values of 1.5 and 0.625, respectively.

Using the expressions for the Reynolds stress source terms
given in the Appendix and noting that the only non-zero turbulent
shear stress isu1u25u2u1, the sources can be listed as:
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In the above expression,M is the mass loading,b51/tp is the
reciprocal of the Stokesian particle relaxation timetp andRi j (t)
is the correlation of the fluid velocities seen by particles, with
associated integral time scalet i j .

Full details of the derivation of the source terms are given in the
appendix. The method used is identical to that used in Graham
@11#. We should point out that the analysis leading to the source
terms is strictly valid only in the case of Stokesian drag i.e. for
low particle Reynolds number. Furthermore, we are interested in
the long-time limiting forms only. Several other assumptions have
been required to simplify the analysis. The reader is referred to the
appendix for full details.

Following the practice commonly employed in Lagrangian par-
ticle dispersion models~see Gosman and Ioannides@17#, Berlem-
ont et al.@6#!, the integral time scales are expressed as

t i j 5Ci j

k

«
, (2.5)

whereCi j is constant. We note that this assumption is supported
by Squires and Eaton’s@18# DNS study of isotropic turbulence,
although a more recent study by Boivin et al.@19# casts doubt on
the validity of the assumption. The latter results indicate that the
constantCi j is not independent of the mass loading. However,
taking Ci j as a scalar constant should be a reasonable first guess,
and this is done here. WritingAi j 5ai j /Ci j and Bi j 5bi j , and
using dimensionless variables,

G115r fu1
2/k; G225r fu2

2/k; G335r fu3
2/k;

G125r fu1u2/k; E5«/~sk!,

the final system of equations becomes:

G1252c1ES G112
2

3D1S 4

3
c221DG122

2

3
E2A11G11E

12B12G12,

052c1ES G222
2

3D2
2

3
c2G122

2

3
E2A22G22E,

(2.6)

052c1ES G332
2

3D2
2

3
c2G122

2

3
E2A33G33E,

G2252c1G12E1c2G222A12G12E1B22G22.

System~2.6! is a set of nonlinear algebraic equations whose so-
lution can be found once the source terms are known. The source
terms are determined by the correlation functionsRi j (t), the as-
sociated Stokes numbersSti j 5tp /t i j and the mass loading.

3 Influence of Particles

3.1 Isotropic Correlations

3.1.2 Flow Solution. In the following, it is assumed that the
Ri j (t) are identical to the Lagrangian correlationRL(t), and that
the values ofCi j are also identical. The valueCi j 50.4 is fairly
consistent with the DNS results of Boivin@20# and is used to
produce the results discussed in this section. We note that this
value is slightly higher than the value of around 0.2 normally used
in particle models basedk2« ~see Berlemont et al.@6# for ex-
ample!. In the first instance, it is assumed that the correlations
Ri j (t) are negative exponential in form,Ri j (t)5e2utu/tL, with
common integral time scaletL . It then follows that theAi j are
identical for all i, j and that
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Ai j [A55M /~11St!,

Bi j [B5M /~11St!2,

whereSt5tp /tL51/btL . For this simple case, the second and
third of Eq. ~2.6! are also identical and imply thatu2

25u3
2. Thus

k5r f(1/2u1
21u2

2).
The solution to the final system of equations is:

G115

S 4

3
1

2c1

3
12AD ~12B!2

4c2

3
~11A!

~c11A!~12B!
,

G225

2

3
$~c121!~12B!1c2~11A!%

~c11A!~12B!
,

(3.1)

E5A~12B!G22~12c22B!

~11A!~c11A!
,

G1252
~11A!

~12B!
E.

The amount of data with which to compare our solution is fairly
limited. Here, we compare with results from the DNS computa-
tions of Taulbee et al.@14#. We note that the DNS results were
computed for a fixed shear of 62.8 s21. In Fig. 1, we compare the
DNS and analytical values of the components of the fluid anisot-
ropy tensor

ai j
f 5Gi j 2

2

3
d i j .

Although the off-diagonal terma12
f is predicted reasonably

well, the trend of increasing anisotropy with increased mass load-
ing is not demonstrated by the model. Indeed, the model in this
case predicts that particles tend to reduce anisotropy and with high
enough mass loading would lead to isotropic turbulence~i.e., all
elements of the anisotropy tensor tend to zero!. This feature is
fairly insensitive to the choice ofCi j discussed above. We should
note that there are differences between DNS and analytical results
even when the particle mass loading is zero. These are due to
the deficiencies in the underlying algebraic stress model of the
turbulence.

The experimental evidence on the influence of particles on flow
anisotropy is some-what mixed. The pipe flow experimental re-
sults of Savolainen and Karvinen@3#, show that anisotropy in-
creases with mass loading, whilst anisotropy is slightly decreased
in the pipe flow results of Varaksin et al.@4#.

We now investigate the turbulence modulation effect. We first
note that

2E

G12
5

«/~sk!

2r fu1u2/k
5

«

2sr fu1u2

5
12B

11A
(3.2)

is the ratio of dissipation of turbulence kinetic energy to its pro-
duction. Generally, the ratio of production to dissipation increases
with particle loading from an initial value of unity. As shown in
the Table 1, this trend is in general agreement with the DNS
results of Taulbee et al.@14#, though the production always ex-
ceeds the dissipation even at zero mass-loading for the non-
equilibrium flow considered by these authors and the influence of
particles is greater in the analytical model than the simulations.

We now follow Graham@9# and investigate turbulence modula-
tion by assuming that the production is unchanged by the presence
of particles and that the ratiok/« is similarly fixed. This leads to
the conclusion that the ratio2E/G12 is also equal tok/k0 . Here
the subscript 0 indicates the value in the unladen flow and the
ratio thus provides a measure of the attenuation of the turbulence
by the presence of particles. Graham@9# showed that the turbu-
lence attenuation predicted by the above expression was in good
agreement with the pipe flow results of Varaksin et al.@4#.

Before proceeding, we should investigate the second of these
assumptions to make sure that it is consistent with the DNS re-
sults. From the definitions, we see that

E

E0
5

«/sk

«0 /s0k0
5

«

«0
3

k0

k
3

s

s0
. (3.3)

If we assume thats is fixed ~as in the DNS of Taulbee et al.@14#!,
then E/E0 gives the relative change in the ratiok/«. Although
Table 2~extracted from Fig. 1 of Taulbee et al.@14#! shows that
this ratio is not fixed, the range of variation between t54/s and
t512/s is small enough for the assumption of constancy to be
reasonable.

Figure 2 compares predictions of«/«03k0 /k and the turbu-
lence modulationk/k0 with the DNS results. Since the turbulence
modulation is changing in time in the DNS, we compare with the
results att512/s in the DNS. Although the same trends are evi-
dent from predicted and DNS results, the analytical model gener-
ally predicts significantly more turbulence modulation than the
DNS results indicate. It should be noted that it is possible to tweak
the multiplierCi j to provide closer comparisons between analyti-
cal and DNS results for turbulence modulation. For example, a
value ofCi j of 2 provides much improved predictions. Even for
this value, the enhanced anisotropy evident from the DNS results
is not modeled so this is not pursued here.

In passing, we should note that an alternative interpretation of
@3.3# is to assume that«/«03k0 /k is fixed. Under this assump-
tion, the shear gradients must increase in the presence of
particles.

3.2 Anisotropic Correlations. The results above show that
the use of isotropic correlations in the analytical model~i.e., iden-
tical integral time-scalest i j in all directions! leads to a tendency

Fig. 1 Anisotropy Tensor: Comparison between DNS and Ana-
lytical model—Isotropic Correlations

Table 1 Comparison production Õdissipation

tp5.016 tp5.032

Mass Loading 0 .25 .5 .25
Prod/diss~DNS! 1.56 1.91 1.95 1.56
Prod/diss~An! 1 2.14 3.75 1.81

Table 2 Comparison: ratio time scales
†ˆ„«Õ«0…Õ„kÕk0…‰„tÄ12Õs…‡Õ†ˆ„«Õ«0…Õ„kÕk0…‰„tÄ4Õs…‡

tp5.016 tp5.032

Mass Loading 0 .25 .5 .25
E/E0 DNS 1 1.04 0.88 1.27
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for particles to decrease flow anisotropy. As we have seen, this is
contrary to observations in the DNS simulations. In this section,
we attempt to remedy this. Thus, we allowt11, the integral time
scale in the streamwise direction, to be greater than the other time
scales and investigate the results from the model. Again, the cor-
relationsRi j (t) are assumed to be negative exponential in form.
For simplicity, we sett1152t1252t2252t335tL . Again, we as-
sume thattL50.4k/«. The results are again dependent on the
mass loading and the Stokes numberSt5tp /tL . These assump-
tions again imply thatG225G33. The source terms can easily be
evaluated by integrating Eq.~2.4!. The solution of the resulting
system of equations is

G115

~12B12!S 4

3
1

2c1

3
12A22D2

4

3
c2~11A22!

~c11A11!~12B12!2
2

3
c2~A112A22!

,

G225
2

3

~c121!~12B12!1c2~11A11!

~c11A11!~12B12!2
2

3
c2~A112A22!

,

(3.4)

E5A ~12B12!G22~12c21B22!

~11G22~A222A11!1A11!~c11A12!
,

G1252
11A221G11~A112A22!)

~12B12!
E.

Figure 3 shows that in this case, adding particles does give the
correct trends of increasinga11

f and makinga22
f more negative, i.e.

increasing anisotropy. We also note from Fig. 3 that, although the
off-diagonal component changes more dramatically in the analyti-
cal model than in the DNS, the trend ofa12

f decreasing with in-
creased mass loading is predicted correctly. It is generally clear
that the use of anisotropic time-scales markedly improves the pre-
dictive capability of the model.

Figure 4 plots the ratiosE/E0 and2E/G12 and again compares
with the DNS results. Again, the general trend is for particles to
attenuate the turbulence, with the level of attenuation increasing
with mass loading and decreasing with Stokes number. Similar to
Fig. 2, however, turbulence modulationk/k0 is modelled more
successfully than the time-scale ratio«/«03k0 /k. Again, predic-
tions of both of these quantities can be significantly improved by
changing the parametersCi j . However, it is difficult to pick a
combination of these parameters that enables the model to predict
experimentally measured trends in all ofa11

f , a22
f , a12

f , k/k0 and
«/«03k0 /k simultaneously. The three free parameters in our so-
lution are the constantsC11 and the ratiosC22/C11 andC12/C11.
A parameter study has indicated the constraints on these quantities
as follows:

1. C11 should be large in order to increase predicted values of
k/k0 and «/«03k0 /k. Values exceeding 5 provide reasonable
predictions of these quantities.

2. C22/C11 must decrease asC11 increases so that the anisot-
ropy tensor values remain in line with DNS results. ForC1155,
the value ofC22/C11 should be around 0.2.

3. C12/C11 should be less than 1 so that anisotropy increases
with mass loading, as in the DNS results. The ratio should be
close to 1 so that«/«03k0 /k exceedsk/k0 . For C1155, values
of C12/C11 around 0.9 are effective.

Thus, after much experimentation with the analytical result, the
combinationC1155, C2251, C1254.5 proved to be quite success-
ful ~see Figs. 5 and 6!. It must be pointed out that there is no
direct experimental evidence to support this choice, since tech-
niques for measuring the correlationsRi j (t) are not yet available.
Here, we rely on indirect evidence and choose a set of parameters
that give the best overall comparison with the DNS results. We
should note that the values ofC11 andC12 are much higher than
the conventional values of around 0.2 used in many computational
methods utilizingk2« as the base flow model.

Overall, the combination of parameters chosen leads to the
model predicting trends very reasonably when compared with
DNS results. We now investigate the analytical solution further
and investigate a possible scenario whereby turbulence can be
enhanced by particles.

3.3 Negative Loops and Turbulence Enhancement. It was
noted in Graham@11# that the source termBi j could change
sign if the correlation Ri j (t) contained negative loops. It
was then thought that this might possibly lead to

Fig. 2 Turbulence modulation: Comparison between DNS and
Analytical model—Isotropic Correlations

Fig. 3 Anisotropy Tensor: Comparison between DNS and Ana-
lytical model—Anisotropic Correlations

Fig. 4 Turbulence modulation: Comparison between DNS and
Analytical model—Anisotropic Correlations
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turbulence enhancement, even by small, wake-
less particles. This aspect is considered in
the following section. We first assume that the correlations
are represented by the Frenkiel functions:

Ri j (t)5e2utu/@(m211)t i j # cos(mt/@(m211)tij#). The reason for this
choice is simply to provide a correlation with negative loops and
to investigate the consequences. Evidence suggests that the exis-
tence of negative loops occurs only for low-inertia particles,
whereas we shall see that it is for high-inertia particles that the
greatest changes in behavior are observed. Nevertheless, we pro-
ceed with caution with what can be thought of as a numerical
experiment. The source terms are again bound by substituting the
above expression forRi j (t) into equation~2.4!.

Before we begin our investigation, we first note thatk/k0 is
given by

2E

G12
5

~12B12!

S 11A111
1

2
G22~A222A11! D . (3.5)

Inspecting Eq. ~3.5!, we can see that the only way that
2E/G12 can increase is if 12B12 is larger than
11A1111/2G22(A222A11). This can happen if the integral time
scalest11 andt22 are large multiples of the ratiok/« i.e. that the
multipliersCii in the expressiont i i 5Cii k/« are larger than unity.
Figure 7 shows a plot of relative turbulence levelk/k0 as a func-
tion of mass loading, for the caseC115C225C12510, for m53
and for Stokes numbers 1/(btL) of 5, 10, and 15. For extremely
high mass loadings, and for Stokes numbers above about 5, tur-
bulence is enhanced. For less inertial particles, turbulence is again
attenuated. Given that turbulence enhancement is possible only

with a somewhat unlikely combination of circumstances and pa-
rameters, we must conclude that, physically, this combination of
circumstances is unlikely to occur in practice.

3.4 Non-Equilibrium Length and Time Scales. In the pre-
ceding analysis, we have assumed that the Reynolds stressesuiuj
are homogeneous in space and time. We also assume that the
correlationsRi j (t) and the associated time scalest i j are similarly
homogeneous. We noted in the introduction that experimental and
DNS evidence indicates that the time scales grow in time. If this
growth continues in time, then the Stokes numberSti j 5tp /t i j
becomes small, so that the influence of particles in the longtime
limit is independent of the particle inertia and depends only upon
the limiting values of the functionsAi j andBi j asSt→0.

For the related time microscales to be finite, the correlations
Ri j (t) should be flat att50. In this case, the analyses of Graham
@11,21# show that, in the limit of vanishing Stokes number,
Ai j →0, Bi j →M . In this case, the structure of the turbulence de-
pends only on the mass loading. Here, the presence of particles
always leads to attenuation, sincek/k0512M . Clearly, this
analysis is valid only when the mass loading is less than unity.

4 Conclusions
Modification of the primary flow by the presence of small,

wake-less particles in a homogeneous turbulent shear flow has
been investigated analytically. The equations resulting from
second-order algebraic stress modeling of the turbulence have
been solved. The effects of the presence of particles on the turbu-
lence structure have been investigated and the results have been
compared with those from the DNS study of Taulbee et al.@14#.
The following general conclusions can be drawn:

1. the structure of the resulting flow is strongly dependent on
the correlationsRi j (t) and the associated integral time scales
t i j 5Ci j k/«;

2. the use of isotropic time scales~i.e. C115C225C12)
wrongly predicts decreased anisotropy with increased mass
loading;

3. anisotropy can be well modeled with moderate values ofCi j
namely C1150.4, C2250.1 and C1250.1 though turbulence
modulation is thereby over-predicted;

4. all aspects of the DNS results including turbulence modula-
tion can be modeled by usingC1153, C2250.6 andC1252.7
though these values are significantly higher than those used in
existingk2« models;

5. while turbulence is generally attenuated by particles, the
model caters for turbulence enhancement although the conditions
necessary for this to happen appear to be physically unlikely.

6. in the case of non-equilibrium time scales, turbulence is at-
tenuated by the presence of particles.

Fig. 5 Anisotropy Tensor: Comparison between DNS and Ana-
lytical model—Anisotropic Correlations with high C ij

Fig. 6 Turbulence modulation: Comparison between DNS and
Analytical model—Anisotropic Correlations with high C ij

Fig. 7 Turbulence Enhancement: kÕk0 for R ij „t… with negative
loops
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Appendix: Reynolds Stress Source Term
We restrict our attention to small, high-density particles for

which the equation of motion is given by

dui
p

dt
5b~ui

f2ui
p!, (A1)

where ui
p is the instantaneous particle velocity~in the

xi-direction!, ui
f is the instantaneous fluid velocity ‘seen’ by the

particle andrp is the particle density. The parameterb is the
reciprocal relaxation time scale of the particle. Accelerations due
to gravity and other body forces are omitted here, but can easily
be included in the analysis. We assume that the viscous drag fol-
lows Stokes’ law, so thatb is a constant, given by

b5
18m f

rpdp
2

, (A2)

wheredp is the particle diameter andm f is the fluid laminar vis-
cosity.

We aim to find an expression for the particle source term

Si j 5Cb@^ui8
f~uj8

f2uj8
p!&1^uj8

f~ui8
f2ui8

p!&#, (A3)

whereC is the concentration of particles and the primes refer to
velocity fluctuations. We proceed as follows: the solution to equa-
tion @A1# is given by:

ui
p~ t !5e2btui

p~0!1be2btE
0

t

ebt8ui
f~ t8!dt8. (A4)

Following Riley and Corrsin@22#, the fluid velocity ~evaluated
here along a particle path! is given by

ui
f~ t !5sd i1x2

p~ t !1ui8
f~ t !5sd i1Fx2

p~0!1E
0

t

u2
p~ t9!dt9G1ui8

f~ t !,

(A5)

wherexi
p(t) is the particle position at timet, so that

ui
p~ t !5e2btui

p~0!1be2btE
0

t

ebt8H sd i1Fx2
p~0!1E

0

t8
u2

p~ t9!dt9G
1ui8

f~ t8!J dt8. (A6)

We can simplify the analysis by assuming without loss of infor-
mation thatui

p(0) and xi(0) are all zero~i.e. the particles are
released from a static source at the origin!, so that

ui
p~ t !5be2btE

0

t

ebt8Fsd i1E
0

t8
u2

p~ t9!dt91ui8
f~ t8!Gdt8.

(A7)

Now the fluctuating part of the particle velocity is given by

uj8
p~ t !5uj

p~ t !2sd j 1x2
p~ t !, (A8)

wherex2
p(t) is thex2 coordinate of the particle at timet:

x2
p~ t !5E

0

t

u2
p~ t9!dt9. (A9)

@Note that this assumes that the mean particle velocity at some
point in the flow is exactly equal to the mean fluid velocity there.
This will be true in the long-time limit, and it is this case in which
we are interested here.#

The source term due to the presence of particles is determined
by the quantity

ui8
f~ t !@uj8

f~ t !2uj8
p~ t !#5ui8

f~ t !Fuj8
f~ t !2S uj

p~ t !

2sd j 1E
0

t

u2
p~ t9!dt9D G . (A10)

From equation@A7#, the solution foru2
p(t) is

u2
p~ t !5be2btE

0

t

ebt8u28
f~ t8!dt8, (A11)

so that

^ui8
f~ t !uj

p~ t !&5d j 1b2sE
0

tE
0

t8E
0

t9
eb~2t1t82t91t-!

3^ui8
f~ t !u28

f&dt-dt9dt81bE
0

t

eb~2t1t8!

3^ui8
f~ t !uj8

f&dt8. (A12)

Substituting t-5t1t in the first integral, andt85t1t in the
second integral, exploiting the symmetry of the fluid velocity cor-
relations and simplifying the resulting integral gives

^ui8
f~ t !uj

p~ t !&5sd j 1^ui8u28&E
0

t

Ri2~t!@12e2bt~12t!#dt

1b^ui8uj8&E
0

t

e2btRi j ~t!dt, (A13)

where

Ri j ~t!5
^ui8

f~ t !uj8
f~ t1t!&

^ui8
fuj8

f&
(A14)

is the fluid velocity correlation function following a particle~we
are assuming that the correlations are stationary i.e. independent
of the ‘starting time’t!. Similarly,

K ui8
f~ t !sd j 1E

0

t

u2
p~ t9!dt9L (A15)

can be evaluated to give

sd j 1^ui8u28&E
0

t

Ri2~t!@12e2bt#dt. (A16)

Combining equations@A13# and @A16# gives

^ui8
f~ t !uj8

p~ t !&5sd j 1^ui8u28&E
0

t

te2btRi2~t!dt

1b^ui8uj8&E
0

t

e2btRi j ~t!dt (A17)

As a result, the Reynolds Stress source term

Si j 5Cb@^ui8
f~uj8

f2uj8
p!&1^uj8

f~ui8
f2ui8

p!&# (A18)

is given by substituting equation~A17! into the above expression
and taking the limit ast→`:

Si j 522Cb^ui8uj8&S 12bE
0

`

e2btRi j ~t!dt D
1Csb2d j 1^ui8u28&E

0

`

te2btRi2~t!dtCsb2d i1^uj8u28&

3E
0

`

te2btRj 2~t!dt. (A19)
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Ri j (0) is, of course, the fluid Reynolds stress^ui8
fuj8

f& ~evaluated
along the particle path, in fact, but it is assumed here that it is
identical to the usual Eulerian expression!. @Note that in the body
of the main text, we use the notationuiuj5^ui8uj8& for brevity.#
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A Stochastic Model for Gravity
Effects in Particle-Laden
Turbulent Flows
A stochastic model is presented for the prediction of the gravity effects on velocity and
temperature fluctuations in turbulent flows laden with solid particles. Both temporal and
spatial correlations as well as the anisotropy of turbulence are included in the model. It
is found that the inclusion of the spatial correlation is imperative for capturing the gravity
effects. The performance of the stochastic model is assessed by comparisons of the results
with direct numerical simulation data for isotropic and homogeneous shear turbulent
flows. The comparisons are also used to investigate the effect of the empirical constant
that appears in the expression used for the spatial correlation.@DOI: 10.1115/1.1778714#

Introduction
In a recent paper@1#, we presented a stochastic model for the

prediction of velocity and temperature fluctuations in non-
isothermal turbulent flows laden with solid particles. The model
accounted for anisotropy of turbulence and included the effects of
the temporal correlations. In the present paper, we introduce an
improved form of this model which can be used for accurate pre-
diction of gravity effects. More importantly, we show that in order
to capture the gravity effects the turbulence spatial correlation
must be incorporated into the stochastic model.

The gravitational force acting on a particle moving in a turbu-
lent flow results in a drift velocity which could have significant
effects on various particle statistics such as the variance of the
velocity fluctuations and the particle turbulence diffusivity. From
a physical point of view, a heavy particle moving in a gravity field
changes its neighboring fluid particle more rapidly as compared to
a particle moving in the absence of gravity. This leads to the
well-known ‘‘crossing-trajectories effect’’ which was first intro-
duced by Yudine@2#. Later, Csanady@3# pointed out an associated
phenomena known as ‘‘continuity effect’’ that could explain the
presence of negative loops in the particle velocity autocorrelation.
These effects have been further investigated and quantified by
various investigators in recent years~see e.g.@4,5# and references
therein!.

The important role of temporal and spatial correlations of tur-
bulence in the construction of stochastic models has come under a
close scrutiny in recent years. Mashayek and Pandya@6# provided
a review of various stochastic models by dividing them into two
groups. The first group are the models that provide a representa-
tion of turbulence temporal correlation in only an implicit manner
@7–11#. This group includes the popular and widely-utilized eddy-
interaction models in which the interaction of particles with
random-velocity fluid eddies are considered. A particle is assumed
to interact with the same eddy for a time interval that is the mini-
mum of two characteristic times, i.e. the eddy life time and the
eddy crossing time. Various models differ in their approach of
implementing these characteristic times and may consider only
one or both. Wang and Stock@12# have shown that the temporal
velocity correlation for these stochastic processes may be obtained
by transforming the ensemble average into time average for a
stationary random process and employing physical reasoning to
find the contribution of individual velocity pairs to the velocity

autocorrelation function. The form of the ‘implicit’ temporal cor-
relation depends on whether a constant or a random time step size
is used for sampling the random fluid velocity at the particle
location.

The second group of models considered in@6# are characterized
as models that allow for ‘explicit’ incorporation of turbulence cor-
relations. These models are more sophisticated and can provide a
more accurate prediction of the statistics of the dispersed phase
@13–17#. They can be rigourously developed using the method of
time series analysis and can allow for incorporation of various
forms of the correlation functions. Among these studies, only@17#
considers the case of a non-isothermal flow, but without explicitly
accounting for temporal or spatial correlations. In this paper, we
present a new stochastic model that incorporates both temporal
and spatial correlations. The performance of the model is assessed
by comparison with direct numerical simulation~DNS! results and
the effect of the empirical constant appearing in the specified form
of the spatial correlation function is discussed.

Problem Formulation and Model Development
We consider a two-phase system composed of a large number

of solid particles dispersed in a non-isothermal carrier phase. The
mass loading of the particles is small so that particle-particle in-
teractions can be neglected. However, the effects of the particles
on turbulence, i.e. the two-way coupling, can be considered within
this framework. This requires a modification of the carrier-phase
equations by introducing proper source/sink terms, as discussed
elsewhere in the literature@6#. The ratio of the particle and fluid
densities is large so that only inertia, drag and gravitational forces
are significant to the particle dynamics, and each particle is as-
sumed to have a uniform temperature. With these assumptions, the
Lagrangian equations for individual particles are described as

dx̃Wp

dt
5ũWp , (1)

dũWp

dt
5

f 1

tp
~ ũW2ũWp!1

uW dr

tp
, (2)

dT̃p

dt
5

f 2

tp
~ T̃2T̃p!, (3)

wherex̃Wp , ũWp and T̃p are the instantaneous position, velocity and
temperature of the particles, respectively, andũW and T̃ are the
instantaneous carrier fluid velocity vector and temperature at the
particle location, respectively. The effect of gravity is included
through the drift velocityuW dr[(udr ,vdr ,wdr) with the magnitude
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gtp whereg is the gravity constant. All of the variables are nor-
malized by reference length (L f), density (r f), velocity (U f), and
temperature (Tf) scales. Consequently, reference Reynolds and
Prandtl numbers are defined as Ref5rfUfLf /m and Pr5Cpm/k,
respectively, wherem, k and Cp are the viscosity, the thermal
conductivity and the specific heat of the fluid, respectively.

In ~2! and ~3!, the non-dimensional particle time constant is
tp5Refrpdp

2/18, wheredp and rp are the particle diameter and
density, respectively. The functionf 15110.15 Rep

0.687 in ~2! rep-
resents an empirical correction to the Stokes drag due to particle
Reynolds numbers of order unity and larger and is valid for par-
ticle Reynolds numbers Rep5Ref rdpuũW2ũWpu<1000, wherer is the
fluid density at the particle position. The factorf 25Nu/3Prs rep-
resents a correlation for the convective heat transfer coefficient
based on an empirically corrected Nusselt number, Nu52
10.6 Rep

0.5Pr0.33, wheres is the ratio of the particle specific heat
and the fluid specific heat.

To update the particle properties, Eqs.~1!–~3! must be inte-
grated in time using the instantaneous velocity and temperature of
the carrier fluid at the particle location. We decompose these fluid
variables into mean,UW [(U1 ,U2 ,U3) and T, and fluctuation,uW
[(u1 ,u2 ,u3)[(u,v,w) and u, respectively. The mean variables
can be found using various single-point statistical models, such as
Reynolds averaged Navier-Stokes~RANS! models and their de-
termination is not the subject of this paper. Here, we focus on the
fluctuating components and derive a stochastic model for their
calculation. In doing so, we note that single-point models can also
provide information regarding second-moment statistical proper-
ties of the fluid, i.e. Reynolds stresses, temperature fluctuation
variance, and velocity-temperature cross-correlations. This infor-
mation will be used in the process of stochastic model derivation
below.

To explain the main features of the stochastic model, we con-
sider the schematic in Fig. 1. Assume that the heavy particle and
its corresponding fluid particle are initially at the same position O
at a timet2dt. After a time stepdt, the heavy particle moves to
P and the fluid particle moves to F. Depending on the inertia of the
heavy particle and the flow structure, these points may depart

from each other by a distancedr . In our previous study@1#, we
assumed that the departure distancedr was negligible and consid-
ered the temporal correlation between points O and F only. In this
work, we relax this assumption and derive a model for finitedr by
considering the spatial correlation between points F and P, in ad-
dition to the above temporal correlation. This extension is neces-
sary in order to account for the effects of gravity.

The stochastic model derivation is based on the method of time
series analysis@18# in which the fluctuating velocity components
and temperature at different times or locations are used to define
autoregressive processes. First, we consider the temporal pro-
cesses that relate the values at the current timet ~at point F! to
those at a previous timet2dt ~at point O!

AW F,t5b•AW F,t2dt1dW t , (4)

where boldface shows a tensor, and

AW F,t5S uF,t

vF,t

wF,t

uF,t

D , b5S buu buv buw buu

bvu bvv bvw bvu

bwu bwv bww bwu

buu buv buw buu

D ,

dW t5S dtu

dtv

dtw

dtu

D . (5)

Then, we define similar autoregressive processes in space to relate
statistics at points F and P at the same timet

AW P,t5g•AW F,t1eW t , (6)

where

AW P,t5S uP,t

vP,t

wP,t

uP,t

D , g5S guu guv guw guu

gvu gvv gvw gvu

gwu gwv gww gwu

guu guv guw guu

D ,

eW t5S etu

etv

etw

etu

D . (7)

The combination of processes~4! and ~6! provides a means for
calculation of the fluid properties at the new particle location P in
terms of the known fluid properties at the previous location O.

The calculation ofAW F,t using ~4! is described in@1#, here we
focus on expressions forg andeW t which are needed for calculation
of AW P,t . The procedure to obtaing andeW t is similar to that used
for b anddW t in @1# and we only present the final results for brevity.
The expression forg reads

g5D"cov21~AW F,t ,AW F,t
T !. (8)

where

D5S Ruu~dr !AuP,t
2 AuF,t

2 Ruv~dr !AuP,t
2 AvF,t

2 Ruw~dr !AuP,t
2 AwF,t

2 Ruu~dr !AuP,t
2 AuF,t

2

Rvu~dr !AvP,t
2 AuF,t

2 Rvv~dr !AvP,t
2 AvF,t

2 Rvw~dr !AvP,t
2 AwF,t

2 Rvu~dr !AvP,t
2 AuF,t

2

Rwu~dr !AwP,t
2 AuF,t

2 Rwv~dr !AwP,t
2 AvF,t

2 Rww~dr !AwP,t
2 AwF,t

2 Rwu~dr !AwP,t
2 AuF,t

2

Ruu~dr !AuP,t
2 AuF,t

2 Ruv~dr !AuP,t
2 AvF,t

2 Ruw~dr !AuP,t
2 AwF,t

2 Ruu~dr !AuP,t
2 AuF,t

2

D . (9)

Fig. 1 Schematic of fluid particle „F… and heavy particle „P…
trajectories along with global „xyz … and local „jhz… coordinate
systems
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and

cov~AW F,t ,AW F,t
T !5S uu uv uw uu

vu vv vw vu

wu wv ww wu

uu uv uw uu

D
F,t

. (10)

To determineeW t , first it can be shown that

cov~eW t ,eW t
T!5cov~AW P,t ,AW P,t

T !2g•DT. (11)

Then, we write

eW t5S•ZW , (12)

whereS is a matrix, which needs to be determined, andZW is a
random vector, each component of which sampled from a standard
normal distribution with a mean of zero and a variance of unity.
After some algebraic manipulations, we obtain

S"ST5cov~eW t ,eW t
T!, (13)

from which S can be determined by using Cholesky factorization
of matrix cov(eW t ,eW t

T). This completes the determination ofg and
eW t . By combining the solution for Eqs.~4! and ~6!, the fluctua-
tions at timet and at the particle location P can be determined
from fluctuations at timet2dt.

To implement the model, spatial correlation functionsRab(dr )
in ~9! must be specified in advance. In principal, the modeling
approach here allows for implementation of any form for these
correlations. To proceed, we consider the widely-utilized expo-
nential form,

Rab~dr !5
aP,tbF,t

AaP,t
2 AbF,t

2
expS 2dr

LEab
D , (14)

wherea andb representu, v, w or u, andLEab includes a total of
sixteen Eulerian length scales. Due to symmetry, only ten length
scales are needed to be specified, but lack of experimental data
makes the task of specification of these length scales difficult and
could affect the overall accuracy of the model. Therefore, to fur-
ther reduce the number of length scales, we follow the approach
suggested by Lu et al.@19#. In this approach, the fluctuationsAW F,t

and AW P,t are normalized by the square roots of their respective

local variances, e.g.uF,t* 5uF,t /AuF,t
2 where the superscript*

shows the normalized variable andAuF,t
2 is known from the so-

lution of single-point turbulence models. With this normalization,
Eq. ~6! becomes

AW P,t* 5g* •AW F,t* 1eW t* . (15)

It can be argued that the normalized fluctuations are nearly isotro-
pic so that the off-diagonal components of the Reynolds stress
tensor and turbulence fluxes of temperature fluctuations can be
neglected. With this assumption, the time series expression can be
simplified as in the following:

aa~P,t !* 5ga* aa~F,t !* 1ea,t* , (16)

with no summation over the repeated Greek indices. Here,a51,
2, 3, 4 such thataa corresponds tou, v, w, u, respectively,

ga* 5expS 2dr

LEa
D , (17)

andea,t* are Gaussian random variables with means of zero. The
variance ofea,t* can be obtained by squaring both sides of~16!,
and then taking the expectations. This leads to

ea,t* 2512ga*
2. (18)

With the above procedure, only four Eulerian length scales need
to be specified. This is best accomplished by selecting a local
coordinate systemjhz such that thej coordinate is always aligned
with dr as shown in Fig. 1. In this manner, one can use the
well-established spatial correlations of isotropic turbulence in lon-
gitudinal ~j! and transversal~h andz! directions. Here, we use

LEj52LEh52LEz5C1tLu8 (19)

as previously used by Lu@16# and Mashayek@20#. In ~19!, u8
5A2k/3 where k is the turbulence kinetic energy of the fluid
phase. A similar expression is also used for temperature fluctua-
tions. The coordinate transformation fromxyz to jhz and its in-
verse transformation are performed once for each particle during
each time step.

Model Assessment and Results
To assess the stochastic model performance, we consider the

DNS data for two different flow configurations, i.e. the isotropic
flow of Mashayek et al.@5# and the homogeneous shear flow of
Shotorban et al.@21#. The details of these simulations are ex-
plained elsewhere, and will not be repeated here. The carrier
phase is incompressible in both cases and the particle concentra-
tion is low enough to neglect the effects of particles on turbulence,
i.e. one-way coupling. Our stochastic simulations are conducted
using similar initial conditions as those used in DNS studies. All
the fluid related statistics are also taken directly from the DNS.
This provides a framework for assessing the performance of the
stochastic model by comparison of the particle related statistics
with DNS data. These statistics are calculated by averaging the
velocity and temperature fluctuations obtained by tracking a total
number of 20,000 particles using a fourth-order Runge-Kutta
scheme to integrate particle equations in time. For temporal cor-
relations, that are embedded in the process defined by~4!, we also
use an exponential form

Rab~dt !5
aF,tbF,t2dt

AaF,t
2 AbF,t2dt

2
expS 2dt

TLab
D , (20)

where a and b again representu, v, w or u and TLab is the
Lagrangian integral time scale. Similarly to our previous study
@1#, for convenience, we assumeTLab5tL for all components.

Some previous studies@22,20# have proposed that various time
scales to be adjusted for a more reasonable comparison between
the model predictions and DNS results. This is due to the fact that
the model is based on parameters which are defined for high Rey-
nolds number flows whereas DNS is conducted at low Reynolds
numbers. Here, we adjust the particle time constant,tp , and the
drift time scale,tg5dp /vdr , using the following relations@20#:

tp

tE
D

DNS

5
tp

tE
D

STH

,
tg

tE
D

DNS

5
tg

tE
D

STH

, (21)

where STH refers to the stochastic model andtE5tL /C2 is the
Eulerian integral time scale withC250.73. This scaling assumes
that the particle dynamics is primarily affected by the large scales
of the flow.

We first discuss the results of the isotropic flow for which we
usetL5C3(u8)2/e with C350.212. This choice is consistent with
previous studies in isotropic flows@16,20#. Here,e is the rate of
dissipation of the carrier phase turbulence kinetic energy and is
also taken directly from DNS. The importance of the inclusion of
the spatial correlation in the stochastic model for capturing the
gravity effects is clearly demonstrated in Fig. 2. This figure shows
comparisons of the predictions of the stochastic model without the
spatial correlation with the DNS data for the variance of the par-
ticle velocity fluctuations as normalized by that of the fluid in the
isotropic flow. The results are provided for different values of the
particle time constant at three different drift velocitiesvdr50, vk
and 5vk wherevk is the Kolmogorov velocity in DNS. Also, in
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the figure,tk is the Kolmogorov time scale from DNS and^ &
denotes the ensemble average over the number of particles. It is
noted that, the absence of the spatial correlation in the stochastic
model leads to identical results for all values of the drift velocity.
This is clearly in disagreement with the DNS data which shows a
decrease of the variance of the particle velocity fluctuations with
the increase of the drift velocity.

Similar results for the particle velocity variance are shown in
Fig. 3a while incorporating the spatial correlation into the stochas-
tic model. For this comparison, we have usedC152.778 which is
again the value suggested in@16,20#. It is clear that the trends are
correctly captured for changes in both particle time constant and
drift velocity. The quantitative agreement is very good for smaller
drift velocity but some deviations are noted at higher drift veloc-
ity. The results in Fig. 3b show that quantitative agreement can be
improved by changing the value of the constantC1 to 4.1, i.e. an
increase of 50% The comparison of the results in Figs. 2 and 3
shows that the inclusion of the spatial correlation is imperative for
capturing the gravity effects.

Next, we consider simulations of a homogeneous shear turbu-
lent flow laden with solid particles. This flow is characterized by a
mean velocity gradient imposed in the cross-stream direction. The
magnitude of the mean velocity gradient,dU1 /dx2 , is constant in
time, where indices 1 and 2 denote the streamwise and cross-
stream directions, respectively. In addition, to assess the statistics
related to the temperature field, a constant mean temperature gra-
dient, dT/dx2 , is also imposed on the flow. The scaling~21! for
particle time constant has been applied by incorporating the val-
ues oftE from DNS as a function of time. We did not apply the
scaling for tg as there was no DNS data available for gravity
cases and thus no need for a direct comparison.

For comparison, we consider a case with one-way coupling and
particle time constanttp50.3 from the DNS study@21#. The par-
ticles are injected and tracked in stochastic simulations following
exactly the same procedure as that described in our previous study
@1#. For these comparisons we have usedtL50.482k/e and C1
54.1. Figure 4 shows the model predictions and the DNS data for
temporal variations of^v1v1&, ^v1v2&, ^v1up&, ^v2up& and
^upup&. In this figure, the time axis has been normalized using the
mean velocity gradient magnitudea5dU1 /dx2 . All the variables
used in these simulations are nondimensionalized using the same
reference scales as those implemented in the DNS formulation. In

this nondimensional form the magnitudes of mean velocity and
mean temperature gradients are the same, i.e.dU1 /dx2
5dT/dx252.

The stochastic simulations are conducted with different gravity
levels and directions—in each case only one gravity direction is
considered. The DNS data are available for homogeneous flow
without gravity only and are used here for validation. Cases with
non-zero drift velocities are presented to show the gravity effects
on the particle statistics in homogeneous shear flow. For these
cases, the fluid statistics are also taken from the DNS case without
gravity. Therefore, the results shown in Fig. 4 for cases with grav-
ity are to be treated as qualitative rather than quantitative. These
results are useful to show the trend of variation for various statis-
tics as the magnitude and direction of the drift velocity are
changed. Although not shown here, our simulations indicated that,
similarly to the isotropic flow, the stochastic model without the
spatial correlation does not capture any of the gravity effects.

The comparison with DNS for the case without gravity shows
encouraging agreements. It should be added here that the DNS
cases were started from a random field as initial condition, there-
fore, turbulence correlations were not well established during the
very early stages of DNS. This may have contributed in part to
deviations between the model prediction and DNS data. The pres-
ence of gravity decreases the magnitudes of all of the particle
statistics as shown in Fig. 4. This is in agreement with the results
of the isotropic flow in Fig. 3 and can be directly attributed to the
‘‘crossing trajectories effect.’’ For the parameter values considered
in this study, it appears that gravity exerts a minimal effect on the
particle fluctuating temperature variance. This, however, may not
be the case for other values of the Prandtl number. The choice of
the integral length scale in stochastic model may also have con-
tributed to this behavior. For these simulations, we assumed the

Fig. 2 Results from the stochastic model without implement-
ing the spatial correlation in isotropic flow. DNS results for cor-
responding cases are also shown for comparison.

Fig. 3 Comparison of stochastic model predictions with DNS
results in isotropic flow for „a… C1Ä2.73, „b… C1Ä4.1
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same length scale for temperature as that for velocity. The issue of
specifying accurate length scales remains as one of the main fu-
ture tasks for researchers in this area.

Conclusion
An improved stochastic model has been proposed for the pre-

diction of gravity effects on velocity and temperature fluctuations
in turbulent flows laden with solid particles. The model is based
on a first-order time-series analysis and addresses the anisotropy
of turbulence, temporal correlation and spatial correlation. It has
been found that the lack of the spatial correlation results in the
failure of the model to capture the gravity effects.

Direct numerical simulation~DNS! data in two different flow
configurations have been used for a preliminary assessment of the
model performance. The comparisons in isotropic flow are con-
ducted for various drift velocities and indicate good agreements
for different values of particle time constant. These comparisons
have also been used to investigate the effect of the empirical con-
stant that specifies the spatial correlation. The comparisons in ho-
mogeneous shear flow are conducted for zero gravity only, due to
the lack of DNS data in the presence of gravity. This comparison
shows encouraging agreements. Additional stochastic simulations
are conducted in this flow with different gravity levels and direc-

tions. These results are used qualitatively to discuss the trends of
the variations in particle statistics with changes in the drift veloc-
ity and gravity direction.

Whereas by implementing turbulence correlations the stochastic
model is inherently more robust, it should be noted that the suc-
cess of the model is closely linked to the level of accuracy by
which these correlations can be specified. This important issue
remains open for future research and relies heavily on the avail-
ability of experimental data in various flows.
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Wall-Bounded Flows1

Starting from the basic conservation laws of fluid flow, we investigated transition and
breakdown to turbulence of a laminar flat plate boundary layer exposed to small, statis-
tically stationary, two-component, three-dimensional disturbances. The derived equations
for the statistical properties of the disturbances are closed using the two-point correlation
technique and invariant theory. By considering the equilibrium solutions of the modeled
equations, the transition criterion is formulated in terms of a Reynolds number based on
the intensity and the length scale of the disturbances. The deduced transition criterion
determines conditions that guarantee maintenance of the local equilibrium between the
production and the viscous dissipation of the disturbances and therefore the laminar flow
regime in the flat plate boundary layer. The experimental and numerical databases for
fully developed turbulent channel and pipe flows at different Reynolds numbers were
utilized to demonstrate the validity of the derived transition criterion for the estimation of
the onset of turbulence in wall-bounded flows.@DOI: 10.1115/1.1779663#

1 Introduction
There have been many theoretical and experimental studies of

the processes that cause laminar to turbulent transition in bound-
ary layers and the phenomena occurring in the inner region of
fully developed turbulent flows. These studies led to the conclu-
sion that there is a strong similarity between the mechanisms re-
sponsible for transition and the continuous production of turbu-
lence close to the solid boundaries. Hinze@@1#, pp. 600–613#
provided a brief review of the subject based on linear and nonlin-
ear stability theory. Hinze also presented experimental results de-
duced from hot-wire measurements and flow visualizations which
revealed interesting details of the sequence of the events during
the transition process. Studies of the dynamics of coherent struc-
tures close to the wall by Kline et al.@2#, Kim, Kline and Rey-
nolds @3# and Falco@4# showed remarkable analogies to the se-
quence of events leading to the transition which led Laufer@5,6#
to the conclusion that these processes are very closely intercon-
nected and therefore should be treated theoretically using the
same mathematical concepts. This issue was raised by J. Laufer, P.
Klebanoff, R. Falco and M. Landahl during participation in the
round-table discussion organized by Z. Zaric´ at the ICHMT Sym-
posium on Structure of Turbulence in Heat and Mass Transfer
~Dubrovnik, 1980!. Although there has been an explosion of ac-
tivity during last two decades, apparently no one has yet suc-
ceeded in providing a description of transition and breakdown to
turbulence using statistical techniques.

The purpose of this paper is to fill the gaps in the theoretical
treatment of the transition process using statistical techniques. An
attempt is made to establish quantitative links between the transi-
tion process and fully developed turbulence using stochastic tools
suitable for describing random, 3-D flow-fields. We shall provide
rational approximations for the mechanisms involved in the tran-

sition process using the two-point correlation technique and in-
variant theory and finish with a closed set of transport equations
from which it was possible to deduce the criterion for the deter-
mination transition onset and breakdown to turbulence in wall-
bounded flows.

2 Basic Equations
Starting from the Navier-Stokes and continuity equations for a

viscous incompressible fluid:
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1uk

]ui

]xk
52

1
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]p

]xi
1n

]2ui

]xk]xk
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]uk

]xk
50, i ,k51,2,3

(1)

and introducing the conventional method of separating the instan-
taneous velocityui and the pressurep into the mean-laminar flow
and disturbancesui8 andp8 superimposed on it:

ui5Ui1ui8, p5P1p8 (2)

one obtains the equations for the disturbances:
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(3)

In the derivation of the above equations, it is assumed that the
disturbances are much smaller than the corresponding quantities
of the mean flow:

ui8!Ui , p8!P (4)

and that they satisfy the Navier-Stokes and continuity equations.
If we consider the disturbances to be random and statistically

stationary then by systematic manipulation of~3! it is possible to
obtain transport equations for the ‘‘apparent’’ stresses~see, for
example, Hinze@@1#, pp. 323–324#!:

1This paper was originally prepared to be communicated on the occasion of Pro-
fessor Franz Durst 60th birthday held on February 16, 2001 at the Technical Faculty
of the Friedrich-Alexander Universita¨t Erlangen-Nu¨rnberg. The authors are pleased
to dedicate this article to him.
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(5)

In the above equations, one can identify two different types of
unknown correlations: the velocity/pressure gradient correlations
(P i j ) and the dissipation correlations (e i j ). These correlations

must be expressed in terms ofUi andui8uj8 in order to close the
resultant equations~5! for the stresses.

3 The Closure Problem for Small, Two-Component,
Three-Dimensional Disturbances

Let small disturbances be statistically stationary, two-
component and three-dimensional, consisting of longitudinal (u18)
and transverse (u28) velocity pulsations, while the lateral compo-
nent (u38) of the pulsations is assumed to be zero everywhere in
time and space. Such disturbances can be produced by a small,
2-D roughness element placed at the wall in a laminar boundary
layer as shown in Fig. 1. Measurements of the anisotropy invari-
ants IIa and IIIa , discussed below, of the disturbances clearly
demonstrate that these are almost two-component for different
free stream velocities and low Reynolds numbers@7,8#. The lami-
nar to turbulence transition process initialized by the two-
component disturbances is characterized by abrupt and explosive
breakdown to the fully developed turbulent state at a fixed value
of the Reynolds number which is very close those met in engi-
neering practice. This is indicated in Fig. 2~c!, from which it ap-
pears that approaching the breakdown point from the laminar,
two-component state and from the fully developed turbulent state
results in the same estimate of the critical Reynolds number. We
shall exploit this experimental evidence in order to provide the
quantitative link between results of the theoretical considerations
of the transition process with those of fully developed turbulence
which are available from numerous experiments and also from
direct numerical simulations.

A few remarks follow with respect to the role of the natural
disturbances in the transition process. Figure 2~b! shows that for
such disturbances laminar to turbulence transition is weaker than
transition induced by the two-component disturbances shown in
Fig. 2~c!. Natural disturbances, which originate in technical prac-
tice, can be considered in a statistical sense of Fig. 3 as nearly
axisymmetric. For this type of disturbances, theoretical consider-
ations, following the same analytical path as used in this study,
show that the critical Reynolds number for breakdown to turbu-
lence depends strongly on the anisotropy of the disturbances. If
the intensity of the streamwise velocity component is lower than
the intensities of the normal and lateral components, IIIa,0, the
transition process is promoted and occurs at low Reynolds num-
bers. For the reverse situation when the intensity of the stream-
wise velocity component is higher than the intensities of the nor-
mal and lateral components, IIIa.0, the transition process is
delayed and occurs at high Reynolds number. Since the continuity
equation near the wall dictates that IIIa.0, the results in Fig. 2~b!
are logical and not surprising.

For small, statistically stationary, two-component, 3-D distur-
bances it is possible to attack the closure of~5! using the two-
point correlation technique developed by Chou@9# and invariant
theory introduced by Lumley and Newman@10#. Application of
the two-point correlation technique permits the separation of the

inhomogeneous effects in the treatment of the unknown terms
involved in ~5! and recasting of the inhomogeneous problem into
the corresponding problem of a statistically homogeneous flow-
field. Then, using invariant theory, it is possible to isolate the
effects of the anisotropy in the ‘‘apparent’’ stresses from all other
flow properties, which allows rational construction of the closure
approximations that include all physically realistic states of the
disturbances.

Fig. 1 Anisotropy-invariant mapping of the disturbances gen-
erated by small, two-dimensional roughness element in a ini-
tially laminar flat plate boundary layer from Fischer, Jovanovic ´
and Durst †7‡: „a… specially designed two-component laser-
Doppler system for near-wall measurements; „b… schematic of
flat plate arrangement in the wind tunnel with layout of two
different beam configurations which allowed measurements of
all components of the ‘‘apparent’’ stresses of the disturbances;
„c… traces of the joint variations of invariants II a and III a across
the anisotropy invariant map confirm the two-component na-
ture of the disturbances
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3.1 Application of the Two-Point Correlation Technique
for Interpretation of e i j . Let us first consider closure for the
terms which are related to the dissipation process:

e i j 5n
]ui8

]xk

]uj8

]xk
, (6)

that appear in~5!. The most efficient procedure to treat these
correlations is based on the two-point correlation technique that
was originally developed by Chou@9# and subsequently refined by
Kolovandin and Vatutin@11# and Jovanovic´, Ye and Durst@12#.
However, application of this technique to the study of the dynam-
ics of the disturbances is complicated, tedious and very demand-
ing for the reader. Here we shall provide only a brief account of
the parts of the subject which are relevant for the present study.

In order to separate the effect of local character from global,
large-scale fluid motion, we must first express the dissipation cor-
relationse i j in a coordinate system relative to two closely sepa-
rated points A and B in space as follows:

e i j 5n
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~ui8!A~uj8!B. (7)

Expressing the partial differential operators in~7! at points A and
B as functions of the position in space and the relative coordinates
between these two points:

jk5~xk!B2~xk!A , (8)

and taking the limit A→B yields ~Jovanovic´ et al. @12#!

(9)

where the double prime9 indicates a value of the two-point cor-
relation function at point B,(ui8)A(uj8)B[ui8uj9, the subscript0
represents zero relative separation in space,jW50, andD corre-
sponds to the Laplace operator (Dx[]2/]xk]xk , Dj

[]2/]jk]jk).
Equation~9! shows thate i j is composed of an inhomogeneous

part 1/4nDxui8uj8 and a homogeneous parte i j
h 52n(Djui8uj9)0 .

Since the tensore i j is symmetrical, from~9! it follows that

~Djui8uj9!05~Djuj8ui9!0 , (10)

the two-point velocity correlation of second rank in the limit when
jW→0 satisfies the same relationship as in a statistically homoge-
neous flow field. This peculiarity of the two-point velocity corre-
lation, deduced only from kinematic considerations, permits us to

Fig. 2 Intermittency „Y… measurements of the transition pro-
cess from laminar to turbulent states at the channel centerline
from Fischer †8‡: „a… channel flow test section; „b… transition
due to the natural disturbances is accompanied by large hys-
teresis in the experimental data; „c… transition due to the two-
component disturbances implies that for such disturbances
the critical Reynolds number may be found by extrapolation
data of a fully developed turbulent flow if the transition crite-
rion is known

Fig. 3 Anisotropy invariant map and the asymptotic forms for
the unknown correlations involved in the equations for the ‘‘ap-
parent’’ stresses
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introduce the concept of local homogeneity for the disturbances,
which leads to radical simplifications of the dynamic equations for
the dissipation correlations.

Since the inhomogeneous part ofe i j can be directly related to
ui8uj8, we need to consider only the homogeneous part of~9!.
Using the two-point correlation technique, kinematic constraints
and the continuity equation, it can be shown~@9,11,13#! that the
components of the homogeneous part of~9! can be interpreted
analytically in terms of its traceeh52n(Djus8us9)0 and the ‘‘ap-

parent’’ stressesui8uj8. Therefore, only the equation foreh needs to
be considered. This equation is obtained by operating the dynamic
equation for the two-point velocity correlation in a relative coor-
dinate system with respect to2nDj and settingjW→0 to obtain
~Jovanovic´ et al. @12#!

2n
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~Djus8us9!02nUk
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~Djus8us9!0
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22n2~DjDjus8us9!02
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n2Dx~Djus8us9!0 . (11)

The approximate equation for the homogeneous part of the dissi-
pation rate involves only the derivatives of two-point velocity
correlations. In the derivation of this equation, the concept of local
homogeneity was utilized by applying the relationships for the
derivatives of the two-point correlation functions for zero separa-
tion (jW50) that are valid in a statistically homogeneous flow-
field.

The first two terms on the right-hand side of~11! are the pro-
duction terms that originate from the mean velocity gradient. A
firm analytical closure for these terms can be formulated only for
the case of axisymmetric disturbances. For such disturbances Jo-
vanović, Otić and Bradshaw@14# showed that the above-
mentioned terms are equal, and their sum is given by

2n~Djuk8us9!0
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wherek[1/2uk8uk8[1/2q2 and the scalar functionA depends on

the anisotropy inui8uj8 and e i j
h , to be discussed later. Figure 3

shows that, for the limiting states of axisymmetric disturbances
which lie at the two-component limit,A51 and therefore we may
suggest closure for such a disturbance state in the following form:
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The third term on the right-hand side of~11! represents the vis-
cous destruction ofeh and can be approximated using the scaling
arguments based on the asymptotic balance of the dissipation rate
equation~Tennekes and Lumley@@15#, pp. 88–92#! in the form

22n2~DjDjus8us9!0}22n2
q2

l2h2
, (14)

wherel and h are the Taylor microscale and the Kolomogorov
length scale, respectively. These scales can be interpreted in terms
of the dissipation rate as

l5S 5nq2

eh
D 1/2

, h5S n3

eh
D 1/4

. (15)

Using the above relations,~14! can be written as

22n2~DjDjus8us9!0'2
A5

25
Rl

eh
2

k
, (16)

where Rl5ql/n is the Reynolds number based on statistical
properties of the disturbances. The above result also follows from
the asymptotic balance of the dissipation rate equation~11! at the
wall where the viscous destruction22n2(DjDjus8us9)0 is in bal-

ance with the viscous diffusion 1/2n2Dx(Djus8us9)0 ~Fischer, Jo-
vanovićand Durst@16#!. It is therefore not surprising that both of
the suggested proposals~13! and~16! for the closure of~11! agree
closely with the available data from direct numerical simulations
of wall-bounded flows in the region of the viscous sublayer
~Jovanovic´ @17#!.

3.2 Construction of the Closure Approximations Using In-
variant Theory. We shall now apply invariant theory developed
by Lumley and Newman@10# to formulate the closures for parti-
tion of the homogeneous part of the dissipation tensor and also for
the velocity/pressure gradient correlations. These authors intro-
duced the tensor

ai j 5
ui8uj8

q2
2

1

3
d i j , (17)

and its scalar invariants

IIa5ai j aji , III a5ai j ajkaki , (18)

to quantify the anisotropy and define the limiting states of the
disturbances. A cross plot of IIa versus IIIa for axisymmetric dis-
turbances (IIa53/2@4/3uIII au#2/3) and two-component disturbances
(IIa52/912IIIa) defines the anisotropy invariant map which, ac-
cording to Lumley@18#, bounds all physically realizable distur-
bances. This plot is shown in Fig. 3 and the asymptotic forms for
the unknown correlations involved in~5! that can be derived for
the two-component disturbances.

For the axisymmetric disturbances, Jovanovic´ and Otić @19#
showed that all second-rank correlation tensors involved in~5! are
linearly aligned in terms of each other. For such disturbances we
may write

ei j 5Aai j , A5S IIe

IIa
D 1/2

, (19)

whereei j is the anisotropy tensor of the homogeneous part ofe i j :

ei j 5
e i j

h

eh
2

1

3
d i j , (20)

and

IIe5ei j eji , III e5ei j ejkeki . (21)

For the two-component isotropic state and also for the one-
component state, IIa5IIe , so thatA51, and for these extreme
cases, which both lie on the two-component state,~19! satisfies

ei j 5ai j . (22)

We may assume, therefore, that this analytical relationship holds
along the entire two-component state and suggest an expression
for partition of the dissipation tensore i j for such a state as
follows:

e i j .
1

4
nDxui8uj81

ui8uj8

q2
eh . (23)
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It can be shown~Jovanovic´ et al. @13#!, that a Taylor series ex-
pansion near the wall for the instantaneous disturbances leads to
relations for the asymptotic behavior of the components ofe i j in
close agreement with those obtained from~23!.

We may follow the same analytical path as outlined above for
the treatment of the velocity/pressure gradient correlations, which
can be split into the pressure-transport term and the pressure-
strain term:

(24)

In wall-bounded flows the pressure-transport contribution is usu-
ally small and we may seek closure for the pressure-strain part by
considering the equation for the anisotropy of the stresses in a
statistically homogeneous field:
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(25)

where Pi j 52ui8uk8]U j /]xk2uj8uk8]Ui /]xk . From this equation
we deduce the asymptotic behavior ofP i j as ]ai j /]t→0 and
ei j →ai j , which corresponds to the cases of the axisymmetric dis-
tortions when the ‘‘apparent’’ stresses approach the limiting states
located at the two-component limit:

~P i j !2C-iso→ai j Pss1
1

3
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3
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J (26)

This behavior suggests that the pressure-strain correlations for the
two-component state may be approximated as follows:
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The suggested closure approximations~23! and ~27! satisfy the
concept of realizability introduced by Schumann@20# and follow
closely the data obtained from direct numerical simulations of
turbulent wall-bounded flows in the region of the viscous
sublayer.

4 Determination of the Transition Criterion
Using the suggested forms for the dissipation and the pressure-

strain correlations and for the dissipation rate equation, the trans-
port equations for the two-component disturbances can be written
as
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wherePk5Pss/2.
If we consider transition of the flow in the flat plate boundary

layer with intention to provide quantitative description of the in-
teraction mechanism between the disturbances of the free stream
and the boundary layer, in the way proposed by Taylor@21#, then
~28! immediately suggests stability towards small disturbances if
the production is balanced by the dissipation:

Pk.eh . (30)

The equilibrium constraint leads to the equations for the stresses:
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, (31)

which are of boundary layer character and do not allow amplifi-
cation of disturbances in the boundary layer~Schlichting @@22#,
pp. 278–284#!. In connection with this issue, it is interesting that
the results of Becker@23# on laser-Doppler measurements in the
transitional boundary layer developing in the presence of natural
disturbances corroborate the findings mentioned above. Inserting
~30! into the dissipation rate equation~29!:

(32)

and specifying that the dissipation rate is always positive,eh>0,
and at the critical point follows the energyk ~as emerges from the
work of Kolmogorov@24#!, we deduce the transition criterion in
terms of the Reynolds number based on the intensity and the
length scale of the disturbances:

~Rl!crit'10A5. (33)

Thus, the derived transition criterion suggests the permissible
magnitudes for the intensity and the length scale of disturbances
Rl<(Rl)crit that guarantee~30! (Pk.eh with eh>0) and there-
fore maintenance of the laminar flow regime in the flat plate
boundary layer.

The critical Reynolds number is determined from the require-
ment that the boundary layer should be neutrally stable to small,
statistically stationary two-component disturbances, which is
equivalent to the local~and therefore also global! equilibrium dis-
cussed above. As a consequence of this requirement, the stresses
ui8uj8 ~and the energyk! cannot grow in the boundary layer above
corresponding values of the free stream. However, this conclusion
does not holds for the scalel, which must follow increases in the
shear layer thickness~l;d! as it develops downstream. This be-
havior of q2 andl implies that the dissipation rateeh55nq2/l2

will decrease with increasing Reynolds number until it reaches
some minimum value required by the dissipation rate equation to
induce transition and breakdown to turbulence.

Examination of anisotropy invariant maps of turbulence utiliz-
ing the numerical databases of wall-bounded flows at low Rey-
nolds numbers, shown in Fig. 4, suggests that invariants in the
viscous sublayer which are lying along the two-component limit
tend to move towards the right corner point of the map, which
corresponds to the one-component state, as Re→(Re)crit @25–29#.
For this special situation, which is the realistic state of the distur-
bances preceding breakdown to turbulence, theoretical consider-
ations of Jovanovic´ and Hillerbrand@30# and all numerical simu-
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lations available displayed in Fig. 5 show that not only the energy
but also the dissipation rate must vanish at the wall. Hence, the
appearance of an indefinite termeh

2/k in the dissipation rate equa-
tion due to the imposed boundary conditions at the wall is not
surprising and suggests that it is not suited for the numerical treat-
ment when turbulence approaches a deterministic, one-component
limit. However, the dissipation rate equation is of the boundary
layer type and from it, it is possible to conclude thateh will
remain positive as long as (22A5/25Rl)eh

2/k is also positive.
Thus, the conservative criterion~33! restricts the magnitude ofRl
and prevents negative values ofeh from developing locally within
the boundary layer.

In providing support for the above-discussed process which
causes laminar-turbulent transition and breakdown to turbulence,
the central role is played by numerical simulations which offer
physical understanding relevant, however, for the dynamics of
axisymmetric disturbances as already discussed in Sec. 3 (IIIa
>0). By casting the flow development around the airfoil at a
moderate angle of attack from the real space into the anisotropy
invariant map, Jovicˇić @31# was able to animate visually all phases
of the transition process and show that these remarkably coincide
with the theoretical predictions of the transition process induced
by small axisymmetric disturbances shown in Fig. 4 even over the
details: disturbances appear in the anisotropy map first at the one-
component limit and proceed to develop by decreasing the anisot-
ropy until it reaches the level required by the dissipation rate
equation to initialize transition and breakdown to turbulence.

Further convincing evidence supporting the above-discussed
mechanism which causes laminar-turbulent transition and break-
down to turbulence is presented in the work of Seidl@32#. He
simulated the flow past a sphere at low Reynolds numbers. Using
very fine unstructured grids, he was able to resolve the develop-
ment of a thin laminar boundary layer over the sphere and the
near-wake region behind it which undergoes transition, leading to
rapid development of turbulence. Contour plots of the turbulent
kinetic energy, the dissipation rate and the anisotropy invariants
reveal all the features of the transition process that can be pre-
dicted for small, statistically stationary, axisymmetric distur-
bances. Seidl@32# was able to show that within the shear layer
which separates from the sphere, develops oscillations, then rolls
up vortex pairs and finally breakdown to turbulence, the flow is
initially very close to the one-component state.

5 Analysis of the Transition Process in Wall-Bounded
Flows

The governing equations describing the behavior of the laminar
to turbulence transition process,~28! and ~29!, are identical with
those for fully developed turbulent flows in the region of the vis-
cous sublayer close to the wall. We may attempt, therefore, to use
the data for these flows to extract information about the functional
dependence ofRl in terms of the Reynolds number based on the
global flow parameters in order to demonstrate the validity of the
derived criterion~33! for the onset of turbulence in wall-bounded
flows ~see the caption of Fig. 2c!.

Figure 6 shows the data forRl of fully developed turbulent
channel flow, averaged over the cross-section, versus the Rey-
nolds number,Ret

5Hut /n, based on the full height~H! of the
channel and the friction velocityut . These data were calculated
from databases of direct numerical simulations~DNS! from Anto-
nia et al.@26#, Kim, Moin and Moser@27#, Kuroda, Kasagi and
Hirata @28# Gilbert and Kleiser@33# and Horiuti et al.@34#. The
plotted data closely follow the expected behavior, proportional to
Ret

1/2, based on the evidence that, near the channel centerline, tur-
bulence intensities scale with the wall variables@35#. The least-
squares fit of the data from Fig. 6 yields

Rl.2.971S Hut

n D 1/2

26.618. (34)

Fig. 4 Anisotropy invariant mapping of turbulence in a chan-
nel flow. Data, which correspond to low Reynolds numbers,
show the trend as Re \„Re…crit towards the theoretical solution
valid for small, neutrally stable, statistically stationary, axisym-
metric disturbances „Jovanovic´ , Hillerbrand and Pashtrapan-
ska †29‡…. The shading indicates the area occupied by the
stable disturbances: for such disturbances a laminar regime
in the boundary layer will persist up to very high Reynolds
numbers.

Fig. 5 Turbulent dissipation rate at the wall normalized with
the wall shear velocity and the kinematic viscosity of the flow
medium versus the anisotropy of turbulence II a at the wall. A
best-line fit through the numerical data extrapolates fairly well
the expected trend e\0 as the one-component limit „IIaÄ2Õ3… is
approached.
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By extrapolating~34! towards the transition criterion~33! using
the friction coefficient valid for laminar flow conditions, we ob-
tain the critical Reynolds number based on the full channel height
and the centerline velocity as

~Re!crit.2260. (35)

This result is in close agreement with all accumulated observa-
tions available from either numerical simulations or flow visual-
ization experiments~see, for example, Orszag and Kells@36#; Ala-
vyoon, Henningson and Alfredsson@37#; Carlson, Widnall and
Paeters@38#!. We may consider, in an analogous way, transition in
a pipe flow. For this flow there exists only one set of published
data from full numerical simulations, reported by Eggels et al.
@39#. An effort was made, therefore, to deduce the required infor-
mation using the published experimental data on fully developed
turbulent pipe flow from Laufer@40# and Durst, Jovanovic´ and
Sender@41#. These authors provided information for the mean
flow and the intensities of all three fluctuating velocity compo-
nents. To determineRl from these data, the mean energy dissipa-
tion rate was calculated from the mean energy production assum-
ing flow equilibrium. The computed data forRl are displayed in
Fig. 6 in the same form as for the channel flow with the exception
that the Reynolds numberRet

5Dut /n is defined in terms of the
pipe diameter~D!. A least-squares fit through the pipe data gives

Rl'1.996S Dut

n D 1/2

10.108. (36)

If we extrapolate~36! in the same way as for the channel flow, the
critical Reynolds number based on the pipe diameter and the bulk
velocity emerges as

~Re!crit'1930. (37)

The value obtained is in good agreement with the results deduced
from flow visualization experiments by Reynolds@42#, 1900
,(Re)crit,2000, and many other experimental studies reviewed
in the revised and updated book by Monin and Yaglom@@43#, pp.
7–25#.

It is also possible to examine applicability of~33! for the pre-
diction the onset of transition in a laminar boundary layer using
the databases of direct numerical simulations from Spalart
@44,45#. Figure 7 shows the turbulent Reynolds numberRl , av-
eraged over the shear layer thickness, versus the Reynolds num-
ber, Ret

5dut /n, based on the boundary layer thickness and the
friction velocity. The lest-squares fit of these data yields

Rl'2.674S dut

n D 1/2

111.022. (38)

By extrapolating~38! towards the established criterion~33! we
obtain the critical Reynolds number:

~Ret
!crit'17. (39)

This value is in good agreement with the experimental results of
Tani and co-workers reported by Schlichting@22# for transition
induced by a two-dimensional roughness element attached to the
wall and placed perpendicular to the stream direction~see Fig. 1!.
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@7# Fischer, M., Jovanovic´, J., and Durst, F., 2000, ‘‘Near-Wall Behavior of Sta-
tistical Properties in Turbulent Flows,’’ Int. J. Heat Fluid Flow,21, pp. 471–
479.

@8# Fischer, M., 1999, ‘‘Turbulente wandbebundene Stro¨mungen bei kleinen Rey-
noldszhalen,’’ Ph.D. Thesis, Universita¨t Erlangen-Nu¨rnberg, pp. 63–65.

@9# Chou, P. Y., 1945, ‘‘On the Velocity Correlation and the Solution of the Equa-
tion of Turbulent Fluctuation,’’ Q. Appl. Math.,3, pp. 38–54.

@10# Lumley, J. L., and Newman, G., 1977, ‘‘The Return to Isotropy of Homoge-
neous Turbulence,’’ J. Fluid Mech.,82, pp. 161–178.

@11# Kolovandin, B. A., and Vatutin, I. A., 1972, ‘‘Statistical Transfer Theory in
Nonhomogeneous Turbulence,’’ Int. J. Heat Mass Transfer,15, pp. 2371–2383.

@12# Jovanovic´, J., Ye, Q.-Y., and Durst, F., 1995, ‘‘Statistical Interpretation of the
Turbulent Dissipation Rate in Wall-Bounded Flows,’’ J. Fluid Mech.,293, pp.
321–347.

@13# Jovanovic´, J., Ye, Q.-Y., and Durst, F., 1992, ‘‘Refinement of the Equation for
the Determination of Turbulent Micro-Scale,’’ Universita¨t Erlangen-Nu¨rnberg
Rep., LSTM 349/T/92.
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Modeling the Rapid Part of the
Pressure-Diffusion Process in the
Reynolds Stress Transport
Equation
Modeling the pressure-diffusion process is discussed to improve the prediction of turbu-
lent recirculating flows by a second moment closure. Since the recent DNS research of a
turbulent recirculating flow by Yao et al. [Theore. Comput. Fluid Dynamics 14 (2001)
337–358] suggested that the pressure-diffusion process of the turbulence energy was
significant in the recirculating region, the present study focuses on the rapid part of the
process consisting of the mean shear. This rapid pressure-diffusion model is developed for
the Reynolds stress equation using the two-component-limit turbulence condition and
added to a low Reynolds number two-component-limit full second moment closure for
evaluation. Its effects are discussed through applications of turbulent recirculating flows
such as a trailing-edge and a back-step flows. Encouraging results are obtained though
some margins to be improved still remain.@DOI: 10.1115/1.1779660#

Introduction
Recently, the direct numerical simulation~DNS! by Yao et al.

@1# pointed out that the effects of the ‘‘pressure-diffusion’’ process
in the turbulence energy transport equation were significant in the
recirculating flow region behind a rectangular trailing-edge. Sur-
prisingly, its magnitude was even larger than that of the shear
production term of the turbulence energy and much larger than
that of the turbulent-diffusion. This fact requires further consider-
ations on modeling the diffusion processes of the turbulence en-
ergy or the Reynolds stress transport equation.

The diffusion terms of the Reynolds stress equation have been
modeled by the gradient diffusion concept. Daly and Harlow@2#
proposed a rather simple model using the generalized gradient
diffusion hypothesis~GGDH! for the triple moment: turbulent-
diffusion process. Hanjalic´ and Launder@3# developed a model by
simplification of the transport equation of the triple moment. Mel-
low and Herring@4# used effectively a simplified isotropic version
of the Hanjalić-Launder model. Although these models do not
include any model for the pressure-diffusion process explicitly,
they say that its effects are considered to be modeled altogether
with the turbulent-diffusion process. In fact, the models were usu-
ally calibrated empirically so that the pressure-diffusion may be
effectively included. However, Lumley@5# proposed separate
models for each process. His pressure-diffusion model was de-
rived from considering realizability conditions to the part of the
pressure-diffusion including the triple moment, namely the ‘‘slow
part.’’ According to his discussion, the slow pressure-diffusion
process can be modeled as a sub-process of the turbulent-
diffusion. Note that the pressure-diffusion term includes another
part consisting of mean strain, namely the ‘‘rapid part.’’

Demuren and Sarkar@6#, and Schwarz and Bradshaw@7# exam-
ined the performance of the above mentioned diffusion models
using existing experimental data of simple flows with mean shear.
In their discussions, they had to neglect the unmeasurable
pressure-diffusion process, unfortunately. However, as Schwarz
and Bradshaw commented, the pressure-diffusion is certainly
small near the outer edge of a boundary layer so that the equation

balances plausibly without it. Note that this is only true in such a
simple shear flow case though this might have been blinding us to
considering the pressure-diffusion process. More recently, Straat-
man et al.@8# also evaluated the models for the diffusion process
in zero-mean-shear turbulence. The absence of mean shear en-
abled them to discuss on the diffusive transport more directly.
After examining Lumley’s@5# model, one of their conclusions was
that the pressure-diffusion played a central role in establishing
anisotropy in diffusive turbulence. This highlighted the impor-
tance of the pressure-diffusion, but the role of the rapid pressure-
diffusion part was excluded due to its absence in the zero-mean-
shear turbulence.

There were several other attempts to include the pressure-
diffusion effects since the DNSs of turbulent wall shear flows
@9,10# revealed that the pressure-diffusion balances the dissipation
rate in the region very near a wall. Amongst those attempts,
Kawamura and Kawashima@11# and Nagano and Shimada@12#
employed a term consisting of the second derivative of the dissi-
pation rate in their modeled turbulence energy equation to obtain
a reasonable profile of the dissipation rate. The theoretical back-
ground of such a term came from the proposal of Yoshizawa@13#
by the two-scale direct-interaction approximation~TSDIA!. Craft
and Launder@14# also devised a pressure-diffusion model for
near-wall turbulence but using dependency on stress invariants.
However, the effects of those model terms are limited into a near-
wall region and the mean strain effects are not explicitly included.

Thus, the role of the rapid part of the pressure-diffusion term
has not been well recognized. As mentioned above, the DNS of
Yao et al.@1# showed that the turbulent-diffusion was rather small
compared with the pressure-diffusion in the recirculating region.
Since both the turbulent-diffusion and the slow pressure-diffusion
part are composed of the triple moment, those facts revealed by
the DNS imply that the rapid part is the main contributor to the
profile of the pressure-diffusion there. Such a flow, thus, cannot be
captured precisely without a proper model for the process. Note
that turbulent-diffusion models or even aforementioned pressure-
diffusion models do not include the mean strain effects at all. This
is one of the reasons why many turbulence models perform poorly
in turbulent wake flows behind a bluff body. In fact, it is well
known that higher order models based on Reynolds averaged
Navier-Stokes equation~RANS! such as nonlinear eddy viscosity
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models and second moment closures predict slower recovery of
turbulence properties in the region downstream a recirculation
@15#.

Hence, modeling the rapid pressure-diffusion effects should be
regarded as an important issue. Accordingly, Yoshizawa@16# re-
cently discussed the effects of mean strain on the pressure-
velocity correlation by the TSDIA and proposed a model form
explicitly including mean shear for the turbulence energy equa-
tion. This paper, however, discusses another attempt for modeling
the rapid part of the pressure-diffusion term by the same modeling
strategy as that for constructing the two-component-limit~TCL!
realizable second moment closure~SMC! of the UMIST group
@14,17,18#. In order to confirm the effects of the presently devel-
oped model term, it is included in a low Reynolds number~LRN!
full SMC which is called the TCL SMC@18#. The considered flow
field applications are the turbulent wake flow behind a trailing-
edge of Yao et al.@1# and the back-step flow of Kasagi and Mat-
sunaga@19#.

Modeling the Pressure-Diffusion

Derivation of the Basic Form. The transport equation of the
Reynolds stressuiuj may be written as

Duiuj

Dt
5di j

v 1di j
t 1Pi j 1P i j 2« i j (1)

where di j
v , di j

t , Pi j , P i j and « i j are, respectively, the viscous-
diffusion, turbulent diffusion, production, pressure correlation and
dissipation terms. The pressure correlation term is usually split
into the pressure-strainf i j and the pressure-diffusiondi j

p term:

(2)

where ui , p, r and () are the instantaneous velocity, pressure,
fluid density and a Reynolds averaged value. The Poisson equa-
tion of the instantaneous pressure and its integration far away
from a wall may be written as
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whererI is a position vector and a prime denotes that the quantity
is a function of the integration variable. Then, the pressure-

velocity correlation term may be written as

(4)

In the context of the single point closure methodology, a linear
expression of the triple moments inw j 1

p results in

w j 1
p 5

1

5
ukukuj (5)

for satisfying realizability conditions as Lumley@5# discussed.
This implies that the slow part is similar to turbulent diffusion:
di j

t 52]uiujuk/]xk , and with a smaller magnitude. Thus, at the
current stage, the slow part can be considered to be absorbed in
the turbulent-diffusion model and it is not explicitly considered.
~Note that we have to return to this point in the future study when
the triple moment modeling is considered further.!

The rapid partw j 2
p is presently modeled as a linear function of

both the Reynolds stress and a length-scale vector:,k , as

w j 2
p 5

]uk

]xl
gk

l j ~uluj ,,k! (6)

There must be several options for determining the length-scale
vector. For the third rank tensorgk

l j , the general form satisfying
symmetry in the indexesl, j may be written as

gk
l j

k
5b1,kd j l 1b2~, ld jk1, jdkl!1b3,kajl 1b4~, lajk1, jakl!

1b5,makmd j l 1b6,m~almd jk1ajmdkl! (7)

whereai j 5uiuj /k22/3d i j , k5ukuk/2 andb’s are model coeffi-
cients. In order to determine the coefficients, the continuity and
the TCL turbulence conditions can be applied. The continuity con-
dition: gk

k j50, leads to

gk
k j/k5~b114b2!, j1~b31b41b514b6!,kak j50. (8)

The TCL condition: (d22
p 50, if u250), on a plane boundary leads
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since ]u2/]x15]u2/]x350, a125a2350, a22522/3, a115d
11/3, a3352d11/3, with d as an unknown value. Note that a
plane boundary condition leads to]u2/]x15]u2/]x350 while
the general TCL condition does not necessarily lead to it. How-
ever, in the present study, we follow this condition for simplicity
because the boundaries of the present test cases are composed of
plane walls.

Although we can derive several equations for satisfying Eqs.
~8! and ~9!, many of them are not linearly independent. The re-
sultant linearly independent equation set is

b114b250

b314b650

b12
2

3
b350

b450

b550. (10)

Solving the system of equations in terms ofb1 yields

b2521/4b1 , b353/2b1 , b45b550, b6523/8b1 .
(11)

Thus,b1 is an undetermined coefficient to be optimized.~On the
most general TCL condition, however, further equations such as
b222b4/350 andb650 need to be satisfied. These require that
the optimized coefficientb1 also vanish at the TCL boundary. To
meet this, the coefficient needs to be a function of the stress flat-
ness parameter:A, that also vanishes at the TCL boundary, say
b15cAa.) Consequently, the basic form of the present rapid
pressure-diffusion model may be written as
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3

2
,kail

2
3

8
,m~almd ik1aimdkl! D d jmJ G . (12)

A Variant Form for Implementation. As Lumley @20#
noted, there are several ways of splitting the pressure correlation
term into the pressure-strain and pressure-diffusion terms. The
form discussed by Mansour et al.@9# and used in Craft and Laun-
der @14# may be written as

(13)

wheref i j* anddi j
p* are the redefined pressure-strain and pressure-

diffusion terms, respectively. The model ofdkk2
p by Eq. ~12! van-

ishes in a fully developed turbulent flow parallel to a wall if,k is
zero with the indexk denoting the direction parallel to the wall.
Consequently, the pressure-diffusion term of Eq.~13! does not
affect the prediction of such a flow field. Usually, any established
RANS model has been calibrated in such flows, and thus the form
of Eq. ~13! is a desirable option for implementation into a well
calibrated model. Therefore, in the present study, the term:

di j 2
p* 5

uiuj

k

dkk2
p

2
(14)

is simply added to a TCL LRN full SMC. Another benefit of this
form is that we can include it in the diagonal element of the
matrix of the discretized transport equation to stabilize the solu-
tion. Indeed, by doing so, the solution process experienced in this
study has been stable and thus total computational time has been
almost the same as that of the original TCL model. With the TCL
model, the length scale vector, i is presently modeled as

, i5
k1.5

«
di

A , (15)

where« is the dissipation rate ofk anddi
A is Craft and Launder’s

@14# inhomogeneity indicator defined as

di
A5

Ni
A

0.51~Nk
ANk

A!0.5,Ni
A5

]~A0.5k1.5/«!

]xi
(16)

using Lumley’s@5# stress flatness parameter:A512(9/8)(ai j aji
2ai j ajkaki). Note that in a fully developed wall flow,, i is zero if
the indexi denotes the direction parallel to a wall sinceNi

A van-
ishes. In order to optimize the coefficientb1 in Eq. ~12! a priori
testing might be useful, however, without the field data of the
DNS of a recirculating flow in the literature, it has been optimized
through the applications. It is currently set as a constant value:
b1520.05.

TCL Second Moment Modeling
Craft and Launder@14# proposed a TCL SMC after a series of

development for a full realizable SMC by the UMIST group. The
employed pressure-strain model is the cubic quasi isotropic~QI!
model of Fu@17#. The Craft-Launder model is the first LRN ver-
sion of its series totally free from topographical parameters. Its
re-distributive term was modeled as

f i j* 5f i j 11f i j 21f i j 1
inh1f i j 2

inh (17)

wheref i j 1
inh and f i j 2

inh are the correction terms for inhomogeneity
effects. The cubic QI pressure-strain model employs the most gen-
eral forms forf i j 1 andf i j 2 as:

f i j 152c1«H ai j 1c18S aikajk2
1

3
A2d i j D J 2c19«ai j

f i j 2520.6S Pi j 2
1

3
Pkkd i j D10.3ai j Pkk20.2H ujuk uiul

k
Skl

2
ukul

k
S uiuk

]uj

]xl
1ujuk

]ui

]xl
D J 2c2$A2~Pi j 2Di j !

13amian j~Pmn2Dmn!%1c28F S 7

15
2

A2

4 D S Pi j 2
1

3
d i j PkkD

10.1H ai j 2
1

2 S aikak j2
1

3
d i j A2D J Pkk20.05ai j aklPkl

10.1H S uium

k
Pjm1

ujum

k
PimD 2

2

3
d i j

ulum

k
PlmJ

10.1S ujuk uiul

k2 2
1

3
d i j

ulum ukum

k2 D ~6Dkl113kSkl!

10.2~Dkl2Pkl!
ujuk uiul

k2 G (18)
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where A25ai j ai j , Pi j 52(uiuk]uj /]xk1ujuk]ui /]xk), Di j

52(uiuk]uk/]xj1ujuk]uk/]xi), and Si j 5]ūi /]xj1]ū j /]xi .
The inhomogeneity correction terms,f i j 1

inh and f i j 2
inh , effectively

replace the traditional wall-reflection terms using inhomogeneity
indicators which are basically the gradients of turbulent length
scales. This model is realizable and validated in the TCL turbu-
lence boundaries. Even though the model equations look compli-
cated, it is thought to be rather economical because the realisabil-
ity contributes to rapid convergence of the solution.

Later, Batten et al.@18# of the UMIST group modified the
Craft-Launder model and extended its applicability to compress-
ible flows. The present study thus follows this modified version.
Note that although the original Craft-Launder model employs the
Hanjalić-Launder @3# model for the turbulent-diffusion, Batten
et al. returned to the usual GGDH of Daly and Harlow@2#:

di j
t 5

]

]xk
S csukul

k

«

]uiuj

]xl
D (19)

with cs50.22. See Appendix for further equations and coefficients
of the TCL model.

Results and Discussions
All numerical computations have been performed by a general

unstructured grid code of Suga et al.@21# using the PISO scheme
~Issa @22#! with the Rhie-Chow@23# type interpolation and the
third-order MUSCL type scheme~van Albada@24#! for the con-
vection terms.

Rectangular Trailing-Edge Flow. Figure 1 illustrates the ge-
ometry of the wake flow behind a rectangular trailing-edge of Yao
et al. @1#. A developed boundary layer flow comes in from the
inlet boundary at the Reynolds number of 1000, based on the
free-stream inlet velocityUe and the trailing edge heightH. The
present 2-D computational grid consists of five blocks and 30,650
rectangular cells in total. The grid points are distributed nonuni-
formly to set the first grid points from the walls in the distance
under unity of the wall unit. A grid-refinement test with a finer
grid having twice node points in each direction has indicated that
numerical errors are unimportant with the present grid~see the
comparison in Fig. 3!.

Figure 2 compares the mean velocity distribution with that of
the DNS of Yao et al.@1#. Although both of the TCL models with

and withoutdi j 2
p* term perform equally well, discrepancies can be

seen on the centerliney/H50. ~The TCL model means the TCL

model without di j 2
p* hereafter.! In order to confirm this, Fig. 3

compares the predicted streamwise mean velocity along the cen-
terline behind the trailing-edge. It is obvious that including the

di j 2
p* term reasonably improves recovery in the wake region though

it leads to a slightly shorter recirculation.
Figure 4 compares the Reynolds stress distribution. Although

the agreement is not perfect, thedi j 2
p* term generally improves the

predictive performance of the TCL model. There can be also
found clear discrepancies between the models. In the recirculation

Fig. 1 Computational domain and grid for flow behind a rect-
angular trailing-edge.

Fig. 2 Mean velocity distribution in the trailing-edge flow.

Fig. 3 Streamwise velocity along the centerline.
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region atx/H51, the TCL model overpredicts the shear stress
2uv ~Fig. 4~a!! resulting in a little high level of streamwise nor-

mal stressuu ~Fig. 4~b!!. Although including thedi j 2
p* term tends

to enhance the overprediction of the shear stress there, it does not
affect theuu distribution and does improve thevv distribution
near the centerline~Fig. 4~c!!. In the sections downstream of the
recirculation (x/H>3), all the profiles of the development of the

Reynolds stresses are obviously improved by thedi j 2
p* term though

vv is still smaller near the centerline. This encourages the present
modeling strategy though further considerations may be needed
for the recirculating region.

The DNS data show that the pressure-diffusion ofk:dk
p , has a

great positive value in the shear layer at the section ofx/H51
~the related discussion will be made in the later section with Fig.
7!. Thus, the present pressure-diffusion term of each Reynolds
stress component modeled asuiujdk

p/k has the same sign as the

stress component and acts as a source term. Due to the other
transport processes, the value at the centerline also tends to in-
crease except foruv. As shown in Fig. 5, although]ū/]y and
] v̄/]x vanish at the centerline,]ū/]x and ] v̄/]y respectively
have positive and negative non zero values. Consequently, the
production terms there becomeP11522u2]ū/]x,0 and P225

22v2] v̄/]y.0. Then, the amplification effects around the cen-
terline tend to be canceled foru2 but further amplified forv2. This
is one of the reasons of the different tendencies of the normal
stress components with the present pressure-diffusion term around
the centerline. Due to the increase of the sum of the normal com-
ponents, the recovery of the mean velocity profile along the cen-
terline is improved.

Back-Step Flow. Another evaluation of the effects of thedi j 2
p*

term has been performed in the back-step flow of Kasagi and
Matsunaga@19#. Its Reynolds number is 5500 based on the step
heightH and the inlet centerline velocityUc . The computational
grid used has a structure similar to that for the trailing-edge wake
flow and consists of 19,000 rectangular cells in the domain of
25H<x<30H. The grid resolution has been confirmed to be fine
enough since a finer grid with twice node points in each direction
has produced less than 2% longer reattachment length than that by
the present grid. The predicted reattachment length is 6.3H for

both the cases with and without thedi j 2
p* term though the experi-

mentally measured one is 6.5H.
Figure 6~a! shows the distribution of the mean velocity. It is

obvious that thedi j 2
p* term does not affect the mean velocity dis-

tribution and both the model predictions are well agree with the
experiments. In the distribution of the Reynolds shear and normal
stresses~Fig. 6~b!–~e!!, although both the model predictions agree
well with the experiments, there can be seen slight discrepancies
between the predictions in the bottom half region behind the step.
It seems to be difficult to judge which model performs better from
the comparison with the experiments. However, slight improve-

ment of thevv distribution by thedi j 2
p* term can be recognized.

Budget Terms. For assessing the effects of the modeled rapid
pressure-diffusion term in the recirculating flow regions more di-
rectly, the behavior of budget terms in the transport equation is
discussed. Fig. 7~a! compares the turbulence energy budgets by

the DNS @1# and the TCL model withdi j 2
p* at x/H51 of the

trailing-edge flow. Since the length of the recirculating bubble is
roughly 2H ~see Fig. 3!, the section is in middle of the recircu-
lating flow region. Clearly no predicted process accords well with
the DNS data.~Note that due to the elliptic nature of the flow, the
section integral of the pressure-diffusion term indicated by the
DNS is not zero.! Apart from the pressure-diffusiondk

p , the dis-

Fig. 4 Reynolds stress distribution in the trailing-edge flow.

Fig. 5 Mean velocity gradients in the recirculating region of
the trailing-edge flow.
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sipation« and the turbulent diffusiondk
t need to be improved. Due

to the overprediction of2uv at this position as shown in Fig.
4~a!, the productionPk is overpredicted thoughPk itself does not
need any modeling. However, the predicteddk

p keeps a certain
level and distributes quite differently from the turbulent-diffusion

term. Thus it can be said that thedi j 2
p* term leads the solution to the

right direction though its effect is still unsatisfactory.
Figure 7~b! shows the comparison of the budget terms of thek

equation atx/H54 in the recirculating region of the back-step
flow. The section is also around the middle of the recirculation
because the reattachment position is 6.5H. The DNS data of Le
et al. @25# are used for comparison.~They performed the DNS of
a back-step flow whose Reynolds number was 5100. Although the
flow boundary conditions are different from the experiments,
Kasagi and Matsunaga@19# confirmed that the experimentally
measured budget terms well accorded with the DNS of Le et al.
near the bottom wall.! Unlike in the Fig. 7~a!, each of the pres-
ently predicted profiles generally well agrees with that by the
DNS near the bottom wall. It is also noticeable that the tendency
of each process is very different from that in the trailing-edge flow
though both the sections discussed are thought to be in compa-
rable position of the recirculating flow. In the back-step flow, the
pressure-diffusion process is not so dominant as in the trailing-
edge flow.~Due to this nature, even without the pressure-diffusion
term, computations can be performed reasonably well.! The
present pressure-diffusion term captures the general tendency
well.

The existence of the wall aty/H50 causes the aforementioned
differences between the two flow cases. Without a wall, the flow is
not damped at the centerline of the trailing-edge flow, and thus the
reverse flow is stronger than in the back-step flow leading to the

Fig. 6 Mean velocity and Reynolds stress distribution in the back-step flow.

Fig. 7 Budget of the k equation in the recirculating regions;
„a… trailing-edge flow, „b… back-step flow; symbols: DNS, lines:

TCL¿d ij 2
p* , normalized by Ue

3ÕH,Uc
3ÕH.
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shorter recirculation bubble whose normalized recirculation length
by the half of the edge height~which is equivalent to the step
height! is about 4. This results in a stronger shear layer and
streamline curvature. Accordingly, the mean velocity gradients
~particularly,]ū/]y as shown in Fig. 5! have steeper profiles there
and thus lead to a larger rapid pressure-diffusion process since
the process consists of the second gradients of the mean velocity
components.

Figure 8 shows the distribution of the budget terms of the Rey-
nolds stress equations.~In the DNS data set, the pressure-diffusion
is not split from the pressure correlation processP i j , and thus
only present pressure-diffusion profiles are plotted.! Although it is
not perfect, generally reasonable agreement can be seen in each
process between the DNS and the present computation. This im-
plies that each of the presently used model terms is reasonable at
least for the back-step flow.

Concluding Remarks
In the present study, the pressure-diffusion process of the Rey-

nolds stress equation is modeled. The effects of the proposed term
in the two-component-limit second moment closure are discussed
through the applications to turbulent recirculating flows. The fol-
lowing remarks are concluded:

1. Applying the two-component-limit turbulence condition, the
rapid part of the pressure-diffusion process is systematically mod-
eled. Mathematical discussion determines most of the coefficients
leaving one undetermined coefficient. The undetermined coeffi-
cient is optimized empirically through the applications.

2. The presently proposed rapid pressure-diffusion model gives
generally reasonable improvement in the prediction of the turbu-
lent recirculating flows.

3. The magnitude of the pressure-diffusion is significant in the
recirculating flow region behind the trailing-edge while it is small
in the back-step flow. The present model reasonably captures this
tendency.

4. Although obvious improvement in the recovery of the Rey-
nolds stress distribution can be found downstream the recircula-
tion zone, still further consideration to the model equations~not
only the pressure-diffusion but also the other processes such as the
dissipation and the turbulent-diffusion! may be needed, particu-
larly, for the region just behind the bluff body.

Appendix: Model Equations of the TCL SMC
The model equations not described in the main part are sum-

marized below.
In the Craft-Launder@14# model, to balance the near wall varia-

tion of the dissipation rate ofk, the term

2
1

r

]

]xk
@2rcpd~0.5dk11.1dk

A!~n«kAA2!1/2# (20)

is used fordkk
p , wheredi is another inhomogeneity indicator:

di5
Ni

0.51~NkNk!
1/2, Ni5

]~k1.5/«!

]xi
. (21)

Thus, in the present study, the sum of Eq.~20! and the rapid part
model: Eq.~12! forms dkk

p in Eq. ~13!. The presently used coeffi-
cient is

cpd51.5~12A2!@$112 exp~2Rt/40!%A210.4Rt
21/4 exp

~2Rt/40!# (22)

where the turbulent Reynolds number isRt5k2/(n«). The inho-
mogeneity correction terms which were simplified by Batten et al.
@18# are

f i j 1
inh5 f w1

«

k S ulukdl
Adk

Ad i j 2
3

2
uiukdj

Adk
A2

3

2
ujukdi

Adk
AD

1 f w2

«

k2 S umun umuldn
Adl

Ad i j 2
3

2
uium umuldj

Adl
A

2
3

2
ujum umuldi

Adl
AD (23)

Fig. 8 Budget of the Reynolds stresses in the back-step flow;

symbols: DNS, lines: TCL ¿d ij 2
p* , normalized by Uc

3ÕH.
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f i j 2
inh5 f Ik

]ūl

]xn
dldnS didj2

1

3
dkdkd i j D . (24)

The dissipation tensor is modeled as

« i j 5~12 f «!~« i j8 1« i j9 !/D1
2

3
d i j f «« (25)

with

« i j8 52n
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« i j9 5 f R«S 2
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uiul
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dl
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ujul

k
dl

Adi
AD (27)

whereD5(«kk8 1«kk9 )/(2«). The transport equation for the isotro-
pic dissipation rate:«̃5«22n(]k1/2/]xk)(]k1/2/]xk) is modeled
as

D «̃

Dt
5

]

]xk
H S ndkl10.18ukul

k

« D ]«̃

]xl
J 1c«1

Pkk

2

«̃

k
2c«2

«̃2

k

2
~«2 «̃ !«̃

k
1P«31YE (28)

where c«151.44, c«251.92 and P«3

50.4nuiujk/«]2ūk /]xi]xl]
2ūk /]xj]xl .

The length-scale correction term of Iacovides and Raisee@26#:

YE50.83
«̃2

k
max$F~F11!2,0% (29)

is employed with F51/cl(](k1.5/«)/]xk](k1.5/«)/]xk)
1/22$1

2exp(2B«Rt)1B«Rt exp(2B«Rt)%, cl52.55 andB«50.1069.
All other model coefficients and functions are listed in Table 1.

~In Table 1, the vorticity tensor is defined asV i j 5]ūi /]xj
2]ū j /]xi .)
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Table 1 Model coefficients and functions in the TCL second moment closure.
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Loss Reduction Using Riblets on
a Supersonic Through-Flow Fan
Blade Cascade
An experimental and computational study to determine the effects of riblets on the per-
formance of the Supersonic Throughflow Fan (STF) cascade blades was performed. The
cascade was tested in the Virginia Tech intermittent wind tunnel facility, where the Mach
and Reynolds (based on chord) numbers were 2.36 and 4.83106, respectively. The riblet
sheets were symmetricv-grooved type and were applied onto the blade surfaces. Three
different riblet heights were tested: 0.023, 0.033, and 0.051 mm. Riblet testing was con-
ducted at design incidence as well as at off-design conditions (incidence angles:15, 210
deg). Loss coefficients were measured and compared with a control test case where an
equivalent thickness of smooth material was applied to the blade. Results show that at the
design incidence, the riblet sheet with a height of 0.033 mm provides the optimal benefit,
with a reduction of 8.5% in loss coefficient compared to the control case. Smaller effects
were measured at the off-design conditions. In addition to the experimental study, a
numerical investigation of the riblet effect on the STF cascade was conducted at design
incidence. A simple method was developed to model riblet effects due to decrease in
turbulent viscous drag and the delay of turbulent transition on the blades. Conclusions
from numerical study indicate the 2/3 of the total decrease in losses are the result of
delaying the transition location. The final 1/3 decrease in loss coefficient comes from the
decrease in turbulent viscous losses.@DOI: 10.1115/1.1667883#

Introduction

Renewed interest in supersonic transport creates a need for a
markedly new propulsion system to deliver a competitive and eco-
nomically viable commercial aircraft for the future. One approach
to meet these demands is the new turbofan concept referred to as
the supersonic throughflow fan~STF!. The distinction of the STF
from a conventional turbofan is that the axial flow entering the fan
is supersonic. Potential advantages of the STF compared to a con-
ventional turbofan engine include a 25% reduction in the propul-
sion system weight and a 12% reduction in fuel consumption,
which combined would provide a 25% increase in range Fran-
ciscus@1#.

Until recently, experimental studies to determine the feasibility
of a fan accepting supersonic axial flow were limited, with Boxer,
Savage, and Breugelmans@2–4# providing only preliminary data.
As a result, the NASA Lewis Research Center initiated the STF
program to design, build, and test a fan rotor that operates with
supersonic axial velocity from inlet to exit. In conjunction with
the STF development work at NASA Lewis Research Center, Vir-
ginia Tech constructed a linear supersonic throughflow cascade to
study in more detail the flow physics of the STF fan rotor. Previ-
ous research at Virginia Tech with the STF cascade extensively
tested the original prototype blading design Bowersox, Chesna-
kas, and Andrew@5–7#. The emphasis of this research is to im-
prove the performance of the STF cascade by modifying the blade
surface with riblets.

For more than a decade, evidence showed modifications to the
geometry of a wall in turbulent flow can passively reduce viscous
losses. This achievement resulted from the modifications of the
surface of the wall with micro-grooves, known as riblets, and
aligning these grooves longitudinally with the mean flow direc-

tion. Although riblets increased the wetted surface area, the net
result was a significant reduction in viscous drag when compared
to a smooth surface.

Most of the riblet research concentrated on subsonic and tran-
sonic external flow with simple wall geometries such as a flat
plate. One of the first researchers to investigate riblet performance
was Walsh@8#. Through an extensive parametric study, Walsh
found up to 8% drag reduction could be obtained with triangular
riblets of height and span about twice the sublayer thickness. This
result was later confirmed by a number of other researchers Ban-
dyopadhyay, Sundaram@9,10#.

Similar results to those of the flat plate studies were docu-
mented for internal flow studies. Most of this research was cen-
tered on pipe flow experiments. Rohr, Liu,@11,12#. In cascade
flow, there was only one successful riblet study reported. Feng
@13# studied a cascade of NACA-65-0100 compressor blades at
low speed. A decrease in losses of more than 10% was reported
with the performance insensitive to small changes in incidence
flow angle.

For supersonic flows, the amount of riblet research was limited
to a few studies in external flows. Robinson@14# analyzed the
effects of riblets on turbulence structure at a Mach number of
2.97. Although no attempt was made to measure the change in
drag with riblets, Robinson believed that riblets could be effective
in supersonic speeds. Gaudet@15# studied the riblet effects of a
flat plate. At a Mach number of 1.25, he measured a maximum
reduction of 7% of drag reduction. A preliminary study by Cous-
tols @16# on a flat plate at a Mach number of 1.9, measured a
maximum drag reduction close to 10%. Another experimental
study conducted on a cylindrical centerbody with Mach numbers
varying between 1.6 and 2.5 measured a reduction in drag of up to
4.5% Coustols@17#.

Even though riblets were successfully tested in a wide variety
of different flow environments, they were never tested in a flow
similar to that provided by an STF cascade. The flow physics is
one of supersonic internal flow where shock-boundary layer inter-
action prevails. Also present in the STF cascade is an overall
favorable pressure gradient which accelerates the flow as it pro-
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ceeds through the blade passage, thereby minimizing boundary
layer growth. More detail of the unique flow field of the STF
cascade is provided later in this paper.

At this time, the mechanism for the riblet’s ability to reduce
viscous losses is poorly understood. In this study, the size of the
riblets precludes any detailed measurement in the riblet vicinity.
The purpose of this research is to study the effects of riblets on the
supersonic through-flow cascade blades by measuring differences
in the wake profile downstream of the cascade. Experimental re-
sults of riblet effects on the STF blades for varied riblet heights
and different inflow incidence angles are presented in this paper.
This is followed by a numerical study as an attempt to explain the
riblet effects on the loss reduction.

Experimental Setup
The riblet study was conducted at the Virginia Tech 2-D super-

sonic cascade wind tunnel. The tunnel is a blowdown facility that
has an operating time of approximately 20 seconds at Mach 2.36.
The test section, 15.2322.9 cm, consists of six blades. As seen in
Fig. 1, the circular test section doors are designed to rotate for
facilitating the testing of the blades at different inflow incidence
angles. Riblet tests in this study were done at design incidence,
15 deg and210 deg incidence. The cascade wind tunnel was
typically operated at a Reynolds number of approximately 4.4
3105 per cm. The freestream turbulence intensity is approxi-
mately 1%, and the inflow Mach number is uniform to60.05.
Characteristics of the tunnel flow are more fully documented in
Chesnakas@18#.

The cascade blade shapes were derived from the NASA Lewis
baseline STF rotor at mid-span. The chord length,C, was 100.3
mm, spacing,S, was 30.2 mm, and span was 152 mm. The solid-
ity, s, of the blades was 3.32 and the maximum blade thickness
was 5.8 mm.

Measurements were made with a Pitot-static probe at a traverse
location approximately 1/3 chord length downstream of the trail-
ing edge of the blades. The probe traversed in the direction par-
allel to the trailing edge of the blades for at least one complete
pitch. The measured Pitot and static pressures were used to calcu-
late the total pressure. The total pressure was integrated across the
pitch to calculate a mass-averaged loss coefficient. This loss co-
efficient was used to evaluate the overall performance of the rib-
lets. A description of the probe and the calculation for the loss
coefficient can be found in Chesnakas@18#.

Three different size riblets were tested at design conditions. The
riblet material was manufactured by 3M and consists of vinyl
sheeting with machinedv-grooves and a self adhesive backing.
The height of the riblets were 0.023 mm, 0.033 mm, and 0.051
mm. With a blade chord of 100.3 mm, these heights of the riblets
were equivalent to 0.023%, 0.033%, and 0.051% of the blade
chord respectively. Figure 2 provides a description of the height,
spacing, and thickness of the riblet material. The spacing and
height for this riblet material are equal. Table 1 shows a list of the
thicknesses of the three different sizes of riblet materials used in
the experiment. Riblet material was applied to the surfaces of the
blades by starting at the pressure side trailing edge and wrapping
the material around the leading edge. The application was com-
pleted at the trailing edge of the suction side. This procedure
provided a smooth continuous ribleted surface for the STF blades.

The leading edge radius of the bare blade is 0.18 mm. The
application of the riblets produces an increase in the radius of the
leading edge. Due to the supersonic nature of the STF cascade,
any increase in the leading edge radius results in a significant
increase in the losses from the leading edge shock. As a result, the
riblet performance was not compared to that of a smooth bare
blade; rather, an ‘‘equivalent’’ control test case needs to be estab-
lished for a valid comparison with the ribleted blade. The ideal
control test case would have been to apply a layer of smooth
material with the exact same thickness as that of the riblet sheets
tested in Table 1, and then measured the losses in the cascade with
this layer of smooth material and compared the results with the
losses obtained with the ribleted blade. However, after an exten-
sive search, smooth materials of the exact same thicknesses as that
shown in Table 1 were not available. Instead, a sheet of smooth
material with a thickness of 0.081 mm was used. By applying two
layers, a thickness of 0.162 mm (0.081 mm32) of smooth mate-
rial was created. The performance of the ribleted blade was com-
pared to that from a blade with an ‘‘equivalent’’ thickness of
smooth material. The performance of the blade with this ‘‘equiva-
lent’’ thickness of smooth material was obtained by linearly inter-
preting the downstream total pressure profiles from the testing
using one layer of smooth material~0.081 mm thick! on the blade,
as well as the testing based on two layers of smooth material
~0.162 mm thick! on the blade. In the following, this interpreted
result is referred to as an ‘‘equivalent’’ layer of smooth material.

Since the riblet material thickness is not uniform, an appropri-
ate thickness must be determined for the riblet material on the
leading edge of the STF blades. In an attempt to answer which
appropriate thickness should be used for the riblet material, the

Fig. 1 STF Test Section

Fig. 2 Riblet Material

Table 1 Thickness of Riblet Test Material

Material
Thickness

~mm!

0.023 mm height riblet 0.099
0.033 mm height riblet 0.135
0.051 mm height riblet 0.137
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0.033 mm height riblet material is applied only to the leading edge
of the STF blades, and compared to results obtained by applying
one layer as well as two layers of smooth material to the leading
edge of the STF cascade.~In this case, the smooth material cov-
ered 5% chord near the leading edge of the blade on both the
pressure and suction sides.! Based on this comparison, it’s deter-
mined that the appropriate leading edge thickness should be mea-
sured up to the riblet peak~as shown in Fig. 2!. Thus all results of
the riblet study presented in this paper are based on the thickness
measured from the peak of the riblet. Details of this leading edge
study are available in Ninnemann@19#.

Experimental Results
The goal of this study is to measure small differences from

riblet effects in the wake profile behind the STF cascade blades.
This is accomplished by comparing the mass-averaged loss coef-
ficient and total pressure profiles of the ribleted blades to an
equivalent layer of smooth material. Presented first is a descrip-
tion of the major features of the flow field for design and off-
design conditions in the STF cascade that provides a unique test
for a riblet study. Results from the riblet height study, in which
three different heights of riblets were tested, are then presented.
Finally, the influences of incidence angle, off-design conditions,
on the performance of the riblets are described.

Flow Field Description. The major characteristics of the flow
field in the STF cascade for design,210 deg incidence, and15
deg incidence are briefly described. The flow physics differ for all
three incidence angles and each provides a unique environment
for the riblet study. The description of the flow field is based on a
combination of techniques: surface oil flow visualization, surface
pressure measurements, and shadowgraph photography. Addi-
tional details on the STF cascade flow field can be found in An-
drew and Ng@20#, Chesnakas and Ng@6#.

A schematic of the major flow field features of the STF cascade
at design incidence is displayed in Fig. 3. A favorable pressure
gradient exists through the blade passage that limits boundary
layer growth and helps prevent massive flow separation. Bow
shocks originate at the leading edge of the blade and move down-
stream into the blade passage where they reflect on corresponding
blade surfaces. At design incidence, the blades are designed to
prevent boundary layer separation from the shock-boundary layer
interaction. A pre-compression wave forms due to a coalescence
of Mach lines above the concave curvature at the leading edge
suction surface. This shock reflects at the adjoining pressure sur-
face and back to the suction surface near 3/4 chord. At the trailing
edge, weak ‘‘fishtail’’ shocks adjust flow conditions.

At 210 deg, incidence, the bow shock from the leading edge of
the suction side is strong enough to cause the flow to separate
when it impinges on the boundary layer on the pressure surface of
the adjacent blade. The shock-separated region is located at about
10% chord from the leading edge. The separated flow reattaches

to the blade pressure surface at about 20% chord from the leading
edge, forming a bubble. This separation bubble is followed by a
localized adverse pressure gradient on the blade surface. As a
result of the shock-boundary layer interaction, a separation shock
and a reattachment shock are formed and impinge on the opposing
suction side blade surface.

At 15 deg incidence, the bow shock from the leading edge of
the pressure side is strong enough to cause the flow to separate
when it impinges on the boundary layer on the suction surface of
the adjacent blade. This separation starts at about 40% from the
leading edge. The separated flow reattaches on the suction surface
at about 60%, forming a separation bubble. The resultant separa-
tion and reattachment shocks propagate downstream striking the
adjoining pressure surface.

Riblet Height Study. Three different riblet heights were
tested at design incidence: 0.023 mm, 0.033 mm, and 0.051 mm.
These sizes were chosen because they showed in previous re-
search in supersonic flows to provide a reduction in viscous
losses. For the three sizes tested in the STF cascade, the 0.033 mm
height riblet material provided the optimum benefit, with a reduc-
tion in mass-averaged loss coefficient,DÃ, of 8.5%. The reduc-
tion in mass-averaged loss coefficient was defined as

DÃ5
Ã riblet2Ãsmooth

Ãsmooth

The measurement uncertainty for the Pitot/Static probe is de-
tailed in Chesnakas@18#, and is summarized in Table 2. Uncer-
tainties listed include both bias and precision errors. Bias errors in
general, predominate.

Previous researchers’ findings Walsh@8#, Gaudet,@15# demon-
strate that a wide range of riblet heights, defined in terms of the
h1 parameter, provide a decrease in viscous losses. Theh1 pa-
rameter is defined as

h15
uth

gw

whereut is the friction velocity,h is the riblet height, andgw is
the kinematic viscosity at the wall. An optimum reduction is
achieved at approximately anh1 of 13. The trend for riblet
heights shows the benefit diminishes as the height digresses from
the optimum riblet height. The results from the STF riblet height
study, along with their uncertainty band, are presented in Fig. 4.
The maximum benefit of 8.5% occurs at the intermediate height
tested of 0.033 mm. Smaller benefits of 1.8% and 5.1% result
from the 0.023 mm and 0.051 mm height riblets, respectively.
Coinciding with the STF cascade results in Fig. 4 is the trend for
riblet heights which from previous studies Walsh@21# appears as a
shaded region. The STF riblet height results demonstrate a similar
trend when compared to previous research.

The comparison of the mass-averaged loss coefficient provides
an assessment of the overall performance of the ribleted STF cas-
cade, however it does not indicate where the benefit occurs. To
better understand the riblet effect on the STF cascade blades, total
pressure profiles of the riblet and equivalent layer of smooth ma-
terial are compared. Calculation of the equivalent layer total pres-
sure profile requires interpolation between the profiles of one
~0.081 mm thick! and two layers~0.162 mm thick! of smooth
material, to the riblet thickness of 0.135 mm~0.033 mm height
riblet!.

Fig. 3 Flow Field Description, Design Incidence

Table 2

Freestream Wake Mass averaged

M 63.7% 62.0% —
Pt 67.4% 62.3% 67.1%
Ã — — 60.068
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Total pressure profiles for the optimum riblet height of 0.033
mm and the equivalent layer of smooth material profile are shown
in Fig. 5. The total pressure profiles are nondimensionalized by
the total pressure measured upstream of the STF cascade. The
traverse location,y, is nondimensionalized by inter-blade spacing
S. The profiles consist of a pitch-wise traverse approximately 1/3
chord length downstream of the blades. The profile starts at a
location of y/S520.5 in the core flow and moves toward the
pressure surface side of the wake. Aty/S520.28 in the profile
the location of the ‘‘fishtail’’ shocks are indicated by the small
spike in the total pressure profile.~Note that due to probe resolu-
tion problem and the uncertainty in the data, the measured total

pressure ratio is greater than 1.0 at this location!. Finally, the
profile passes through the blade wake and ends in the core flow
region above the suction surface of the wake aty/S50.5.

The total pressure profile comparison indicates the riblets pro-
vide a reduction in mass-averaged loss coefficient. The higher
values of total pressure in the riblet profile are indicative of lower
losses. The only location where the riblet profile is lower than the
smooth layer is aty/S520.4 which is also the location of the
reflected bow shock in the survey. Small changes in the total
pressure are present throughout the profile; both in the wake and
core flow regions. Through the integration of the profiles, the total
amount of 8.5% change in loss coefficient is determined. Another
approach to view the effect of the riblets is to divide the profiles
into two regions; core and wake, and calculate the loss coeffi-
cients for each region~e.g., wake region in Fig. 5 isy/S50.0 to
0.3!. This technique reveals that out of the 8.5% change in mass-
averaged loss coefficient, 70% of the net benefit in the profile
occurs in the wake region, with the rest found in the core flow.

Off-Design Study. The off-design cases of15 deg and210
deg incidence are tested with the optimum riblet height for design
conditions of 0.033 mm. As described earlier, the flow physics
inside the STF cascade changes with the incidence angles. The
amount of benefit the riblets provide also varies. The performance
of the riblets on the STF cascade blades for the off-design study
are presented in Table 3. A small benefit of 2.5% is provided by
the riblets at15 deg incidence. A penalty of 3.0% is seen for the
210° incidence. Compared to the benefit provided by the riblets
at design incidence, the riblet effect for off-design conditions is
small. To better understand why the performance of the riblets has
changed for the off-design cases, total pressure profiles of the
riblet and equivalent layer of smooth material are compared.

For the15 deg incidence, a 2.5% reduction in mass-averaged
loss coefficient is determined for this off-design case. Recall from
the flow field description, the impingement of the bow shock on
the suction surface results in the separation of the boundary layer.
As a result, only a small difference in the total pressure between
riblet and smooth layer occurs in the suction side of the blade
wake as compared to the pressure side. The separation of the
boundary layer appears to diminish the riblet benefit on the suc-
tion surface of the blade.

Unlike the case of15 deg incidence, the210 deg incidence
condition shows an increase in losses when riblets are applied to
the STF blades. In the210 deg incidence case, the boundary layer
separates and reattaches on the pressure surface of the blade. Fol-
lowing the reattachment, the boundary layer encounters a signifi-
cant localized adverse pressure gradient on the blade surface. As a
result, the total pressure from the riblet profile is considerably
lower than the smooth layer profile in the pressure side of the
wake. Thus the overall mass-averaged loss coefficient is increased
by 3% with the use of the riblets, when compared to the equiva-
lent smooth layer.

Numerical Simulation
The losses in the STF cascade are the result of both shock and

viscous effects. The viscous losses in the cascade at design inci-
dence are no more than 1/2 of the total losses Chesnakas and Ng
@6#. Therefore, the maximum 8.5% decrease in loss coefficient at
design incidence represents a significantly greater reduction in the
viscous losses. Taking into account the increase in losses due to
the enlarged leading edge radius of the blades from the riblet

Fig. 4 Riblet Height Study „Shaded band is the trend based on
previous studies …

Fig. 5 Measured Total Pressure Profiles Normalized by Up-
stream Total Pressure, Design Incidence

Table 3 Off-Design Results

Incidence % change inv

210 deg 3.0
Design 28.5
15 deg 22.5
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material, the 8.5% decrease in the total loss coefficient corre-
sponds to approximately a 25% decrease in the viscous losses.
This is much greater than the 10% decrease in turbulent viscous
losses that has been reported by other researchers and suggests
that the riblets are decreasing the viscous losses in another man-
ner. As a result, a numerical study was performed to investigate
two different riblet effects: a reduction in turbulent viscous losses
and a delayed transition location of the turbulent boundary layer
on the surface of the blade.

In the numerical simulation, the two riblet effects were studied
separately in order to determine the contribution from each riblet
effect on the total decrease in losses. The delayed transition effect
was established by initiating the turbulent boundary layer further
downstream on the blade’s suction surface in the simulation. Mod-
eling for the decrease in turbulent viscous losses due to riblet
required modifying the existing turbulent model. The numerical
simulation focused on the flow field for design incidence only,
with an emphasis for modeling the situation where there is an
optimum riblet benefit~i.e., riblet height of 0.033 mm!.

Numerical Model. The code used in this simulation was
ANSERS ~Algorithm for the Navier-Stokes Equations using the
Reimann Solver! developed by Thomas and Walters@22#. Signifi-
cant improvements to the original code have been developed by
Taylor, Brock @23,24#, and Andrew@7#. In ANSERS, the com-
pressible, 2-D, full Reynolds-averaged Navier-Stokes equations
are solved by a time marching method. The integral conservation
law form of the governing equations are solved with a cell-
centered finite-volume formulation. The upwind scheme of Roe
@25# was used to evaluate the inviscid flux terms. In this paper,
spatial discretization for the inviscid flux terms is third-order ac-
curate upwind-biased. The viscous fluxes were determined by a
second-order accurate central differencing method.

A periodic C-mesh was used to model the STF cascade blade.
The mesh was generated with an elliptic grid generator. The grid
contains 481 cells in the stream-wise direction and 61 cells in the
pitch-wise direction. Grid points are closely packed to the blade
surface with additional points concentrated near the leading and
trailing edges to ensure proper resolution of the flow physics.
Adequate clustering was verified to resolve the viscous layers and
the shock layer sufficiently. Only limited study on grid resolution
was performed in this research. Solutions were grid independence
in most part of the flow field, except at location of shock/boundary
layer interaction.

In general, the number of required iterations for convergency
was typically 12,000, and were carried out at a CFL number of 6.
The applied convergence iteration was the consistency of the skin
friction over an interval of 1,500 iterations; the completed pres-
sure distributions converged more quickly.

Supersonic flow at the upstream, inflow boundary dictates that
four boundary conditions be specified there in an explicit manner.
These are density, two components of velocity, and pressure. At
the out flow boundary, supersonic exit flow requires that for
boundary conditions are extrapolated from the computational do-
main. Density, two components of velocity, and boundary seg-
ments are specified as periodic over the cascade pitch. Two types
of boundary conditions are appropriate at the inner boundary: a
no-slip, adiabatic condition at the wall, and periodicity along the
wake centerline.

All calculations were performed with an inflow Mach number
of 2.36 and at design incidence. Four different simulations were
performed to investigate the riblet effects. In the first simulation,
the flow field was calculated for the smooth blades. This simula-
tion served as the baseline test and was compared to the simulated
riblet results. In the next two simulations, the two riblet effects,
turbulent viscous reduction and delayed transition, were calcu-
lated separately. Finally, in the last simulation, the combination of
the two riblet effects was computed to determine the total de-
crease in viscous losses.

Turbulent Model. The Baldwin-Lomax@26# turbulent model
was used to provide closure for the ANSERS code. This model
was chosen for its robustness and ease of implementation. The
Baldwin-Lomax model is an algebraic eddy viscosity model
which handles the turbulent boundary layer as a composite of two
layers; an inner and outer region. To model for a reduction in
turbulent viscous losses, one parameter in the turbulent model,A1

~Van Driest damping coefficient!, was modified.

Riblet Turbulent Model. A method to simulate the riblet ef-
fects on the STF cascade blades was developed for the Baldwin-
Lomax turbulent model. Rather than physically model the riblets
themselves, the turbulent model was modified to simulate for a
decrease in turbulent viscous losses by adjusting theA1 param-
eter in the Van Driest damping factor equation. This idea for mod-
eling the riblet effect is based on the work conducted by Schetz
and Nerney@27#, who successfully modeled surface roughness
effects with the Reichardt turbulent model.

The riblets’ effects in a turbulent boundary layer are a reduction
in viscous losses and a corresponding upward shift in the law of
the wall profile. Based on classical surface effects on the wall of
the law plot ofu1 versusy1 Schetz@28#, riblets act like ‘‘nega-
tive roughness’’ with a shift upward and to the left from the
smooth surface profile in the logarithmic region. On the other
hand, an increase in drag, from roughness effects, produces a shift
downward and to the right. The slope of the lines for both rough-
ness and riblets effects, however, remains the same as the smooth
surface line Sawyer and Winter@29# and Schetz@27#.

From the literature, in the Van Driest damping factor equation,
theA1 value of 26 was chosen because it provided the best agree-
ment with the experimental, smooth surface law of the wall pro-
files Baldwin-Lomax@26#. For the same reason, different values
of A1 can be used to describe the micro-surface effects on a
turbulent boundary layer profile. When comparing with smooth
surface results, higher values ofA1 would represent a reduction in
viscous drag~upward shift in the law of the wall profile! and
lower values would represent an increase viscous drag~downward
shift in the law of the wall profile!.

Relating A1 to Change in Drag(DD). To determine the in-
fluence of differentA1 values on a turbulent boundary layer pro-
file, a numerical flat plate simulation, with zero pressure gradient
was conducted. The inflow conditions for the flat plate simulation
were the same as the supersonic through-flow cascade. For the flat
plate study, the range ofA1 values varied between 24 and 37.
Starting with anA1 of 24 in the Van driest damping equation, the
flat plate simulation was computed. The calculated viscous drag
was compared to the smooth surface result (A1526). Next, the
A1 value was incremented by one and the simulation was re-
peated. This procedure continued until the change in viscous drag,
DD, was determined for the complete range ofA1 values from 24
to 37. HereDD is defined as

DD5
Dragriblet2Dragsmooth

Dragsmooth

Based on the flat plate simulation results, a relationship be-
tweenA1 andDD is established. Compared to the smooth surface
result, theA1 value of 24 produces a 2.4% increase in viscous
losses. On the other hand, theA1 value of 37 decreases the vis-
cous losses by 10.9%. The range ofA1 values and their corre-
sponding changes in drag are used to simulate the varied riblet
effect on the blade surface.

Relating h1 to A1. Unlike the flat plate study, the STF cas-
cade simulation will not have a constant riblet effect—constant
A1 value—over the blade surface. Due to the flow conditions in
the STF cascade, the local riblet effect will vary along the blade
surface. In the STF simulation, an estimatedh1 profile on the
smooth blade surface is calculated to help determine the localized

646 Õ Vol. 126, JULY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



riblet effect. The procedure to relate values ofh1 to A1 requires
matching the change in viscous drag,DD, ~from the h1 trend
similar to that shown in Fig. 4! and the flat plate simulation which
relates theA1 parameter to change in drag,DD, as described
above. More detail of this entire procedure can be found in Nin-
nemann@19#.

To summarize, the process for simulating the riblet effect for a
decrease in viscous losses involves a number of steps. First, the
flow field for smooth blades,A1526, is simulated. With the
smooth blade results, an estimatedh1 profile of the blade surface
is computed. A correspondingA1 profile is generated from the
above established relationship ofA1 versush1 and then placed
into the CFD code. The flow field for the local riblet effect is then
calculated.

Using the above method, the modification to theA1 parameter
in the Baldwin-Lomax model can reproduce the riblet effects on a
turbulent boundary layer.

Delayed Transition Due to Riblet.In the numerical simula-
tion, the transition from laminar to turbulent boundary layer was
delayed by moving the location where the turbulent boundary
layer begins on the blade surface. Based on shadowgraphs ob-
tained from the experiment, for smooth blades, the transition ap-
pears to occur at approximately 15% chord on the suction side and
10% on the pressure side. For the simulation of the riblet covered
blades, the inception of the turbulent boundary layer was moved
to the 50% chord location on the suction side, where the shock
impingement occurred. In this numerical study, the transition pro-
cess was not modeled. The boundary layer was simulated to be
either completely laminar before transition and then completely
turbulent after transition.

Numerical Results
The varying riblet effect in the simulation of the STF cascade is

observed by comparing skin friction values. A comparison of the
calculated skin friction between the riblet and smooth surface is
presented in Fig. 6. Near the leading edge, there is no difference in
the coefficient of friction as the boundary layer is laminar. As
expected, the riblet effect produced lower values of skin friction.
The greatest decrease in skin friction is seen on the pressure sur-
face side of the blade. In the region following the shock impinge-
ment atx/C50.15 tox/C50.8, the riblet effect produced a local-

ized decrease coefficient of friction of approximately 10%. On the
suction side, the modeled riblet effect resulted in a small change
in the coefficient of friction.

The overall effect from the localized reduction in viscous losses
on the blade surfaces is determined by the change in mass-
averaged loss coefficient. This riblet effect, modeling only for a
decrease in the turbulent viscous losses, produced a 2.5% change
in loss coefficient. This change in loss coefficient is much smaller
than the experimental optimum riblet results. However, the reduc-
tion in turbulent viscous losses is only one part of the riblet effect
on the STF cascade blades.

In the final numerical simulation, the flow field for the com-
bined riblet effects was computed. In the numerical study, the
combined riblet effect simulates for a delayed transition and a
decrease in turbulent viscous losses. The comparison of the cal-
culated skin friction between the combined riblet effect and the
smooth surface is presented in Fig. 7. On the pressure side, a near
optimum decrease in the turbulent viscous losses is seen. For the
suction surface, the delayed transition is responsible for most of
the decrease in viscous losses.

The change in loss coefficient for a combined riblet effect was
6%. This numerical result is comparable to the measured experi-
mental result and supports the hypothesis that transition was de-
layed on the STF blades.

To investigate the simulated results in more detail, the total
pressure profiles for the smooth and combined riblet effect were
compared. Presented in Fig. 8 are the total pressure profiles for the
combined riblet effect and smooth case, along with a plot showing
the difference between the two profiles. For Fig. 8~a!, the riblet
profile shows higher total pressure values through out the blade
pitch. For the total pressure profile downstream of the cascade, the
combined riblet effect produces a wake that is thinner and less
deep.

In Fig. 8~b!, the difference between the profiles,DPt , illus-
trates that the riblet benefit occurs on both sides of the blade’s
surface, but not by the same amount. The suction side, where
transition was delayed, shows a peak difference between the pro-
files occurs in mid portion of the suction side wake. For the pres-
sure side wake, the riblet effect produces a smaller difference
between the two profiles. At the wake minimum point, a slightly
smaller change in total pressure profiles exist compared to
changes on either the suction or pressure side wake.

Fig. 6 Comparison of calculated skin friction coefficients,
smooth blade versus simulated riblet effect „with no delayed
transition …

Fig. 7 Comparison of calculated skin friction coefficients,
smooth blade versus combined effect of riblet and delayed
transition
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As seen in the numerical investigation, a significant local de-
crease in viscous losses on the blades surface produces a much
smaller change in the mass-averaged loss coefficient. As men-
tioned earlier, shock losses in the cascade account for a good
portion of the total losses. Therefore, this suggests that only a
combined riblet effect—delayed transition and decrease in turbu-
lent viscous losses—is able to produce the significant decrease in
losses that were measured experimentally.

Discussion and Conclusions
An experiment was undertaken with emphasis on improving the

aerodynamic performance of the supersonic throughflow cascade
blades by applying riblets to the blade surface. The STF cascade
presented a unique flow environment for the riblet study. The
performance of the blades was evaluated by comparing the mass-
averaged loss coefficient of the riblets to an equivalent layer of
smooth material. For details on how the riblets affect the perfor-
mance of the STF blades, total pressure profiles were compared.
In this riblet study, three different heights of riblets were tested at
design conditions. The optimum riblet height for design incidence
was tested at off-design conditions of15 deg incidence and210
deg incidence.

In the riblet study, an optimum riblet height was found to pro-
vide an 8.5% decrease in the mass-averaged loss coefficient.
Smaller benefits were seen for a larger and a smaller riblet height.
The results of this riblet study are consistent with results from
previous researchers. Within the 8.5% decrease in loss coefficient
at design condition, 70% of the benefit was seen in the wake
region of the total pressure profile, with the rest in the core region.

It is interesting to note, riblets affected the core flow region that is
not associated with viscous effects. The riblets possibly altered the
structure of the shock-boundary layer interaction and weakened
the strength of the reflected shock.

Compared to the design incidence results the riblets produce
smaller overall effects on the mass-averaged loss coefficient for
the STF cascade blades at off-design conditions. The change in
performance is attributed to the difference in flow physics at off-
design conditions where separation of the boundary layer is a
prevalent feature. As noted in the comparison of total pressure
profiles, the riblets provide no benefit and even increase the losses
on the side of the wake where separation occurs. The result of this
boundary layer separation for15 deg incidence is the small ben-
efit from the riblets of 2.5%. In the210 deg incidence case, the
combination of boundary layer separation and adverse pressure
gradient with the riblets increases the losses by 3%.

The findings from the total pressure profile comparison for off-
design conditions indicate the riblets can perform two contradict-
ing functions. The riblets can increase the performance on one
side of the blade and decrease it on the other. As a positive effect,
the riblets appear to suppress the momentum exchange near the
surface of the blade, resulting in lower viscous losses. On the
negative side, lower momentum exchange near the blade surface
increases the possibility of extreme separation of the boundary
layer. Flow fields that include adverse pressure gradients and
shock impingement may limit the performance of the riblets.

The CFD simulation presented here is a plausible explanation
of the effects of the riblet on losses. It is hypothesized that riblets
are able to dampen the original disturbances that lead to transition
in the STF cascade blades. Possibly, the slow moving fluid inside
the riblet grooves is sustaining the laminar boundary layer. At
design incidence, the pressure gradient on the blades’ suction sur-
face becomes favorable around 20% chord and continues until the
shock impingement location at 50% chord. Perhaps, the combina-
tion of the riblets and the favorable pressure gradient on the blade
surface is responsible for the laminar boundary layer existing up
to the shock impingement location. For the smooth blade surface,
the boundary layer is already turbulent at 20% chord and the mild
pressure gradient would affect the turbulent boundary layer by
only minimizing its growth.

This experiment represents a successful application of riblets to
the original prototype design of the STF blades. The choice of
riblet height and type of flow field determines the success of the
riblets. The potential for the riblets to reduce aerodynamic losses
in more conventional high speed turbine and compressor fields
should be explored further.

Nomenclature

A1 5 Van Driest damping coefficient
C 5 chord

Cf 5 coefficient of friction
D 5 drag
h 5 riblet height

h1 5 nondimensional riblet height
i 5 cascade incidence angle

M 5 Mach number
p 5 local static pressure

pp 5 pitot pressure
Pt 5 local total pressure
s 5 spacing between riblet peaks
S 5 blade spacing or pitch
u 5 velocity component in pitch-wise direction

ut 5 wall-friction velocity
u1 5 u/ut

x 5 stream-wise direction
y 5 transverse or pitch-wise direction

yn 5 distance from the wall
y1 5 utyn /gw

Fig. 8 Comparison of calculated total pressure profiles,
smooth blade versus combined effect of riblet and delayed
transition
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Greek Letters

s 5 solidity
a 5 yaw angle
g 5 ratio of specific heats

gw 5 kinematic viscosity
D 5 difference between riblets and equivalent smooth

layer
y 5 turbulent viscosity
r 5 local density

Ã 5 mass-averaged loss coefficient

Superscripts

- 5 averaged

Subscripts

1 5 conditions upstream of cascade
2 5 conditions downstream of cascade
s 5 smooth surface

w 5 wall conditions
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Secondary Flow Control Using
Vortex Generator Jets
In this paper, results are presented of an experimental investigation into the effectiveness
of vortex generator jets in controlling secondary flows in two-dimensional S-duct diffus-
ers. The experiments were performed in uniform and distorted inflow conditions and the
performance evaluation of the diffuser was carried out in terms of static pressure recovery
and quality of the exit flow. In the case with inflow distortion, tapered fin vortex genera-
tors were employed in addition to vortex generator jets to control flow separation that was
detected on the wall with inflow distortion. Detailed measurements including total pres-
sure, velocity distribution, surface static pressure, skin friction, and boundary layer mea-
surements were taken at a Reynolds number of 7.83105. These results are presented in
terms of static pressure rise, distortion coefficient, and total pressure loss coefficient at the
duct exit. For uniform inflow, the use of vortex generator jets resulted in more than a 30
percent decrease in total pressure loss and flow distortion coefficients. In combination
with passive device (tapered fin vortex generators), the vortex generator jets reduce total
pressure losses by about 25 percent for distorted inflow conditions. A potential application
of this method may include control of secondary flows in turbo machinery.
@DOI: 10.1115/1.1779661#

Introduction
Air intakes are vital components of any air-breathing engine.

Combat aircraft have one or two engines, which are generally
integrated with the fuselage. Supplying them with the necessary
quantity of air for generating thrust takes place by means of spe-
cially designed inlets, through which air is taken from the external
flow and supplied to the engines. The use of geometrically com-
plex ducts becomes inevitable and hence has been a subject of
interest to several researchers. As is expected of an aircraft intake,
the flow must be decelerated in such a way that there is a uniform
flow at the compressor face with minimum stagnation pressure
loss.

S-duct diffusers used in air intakes generally have high degrees
of centerline curvature due to their short length that results from
severe space constraints. Due to centerline curvature, there are
cross-stream pressure gradients resulting in migration of boundary
layer fluid in the direction of the pressure gradient giving rise to
secondary flows~The term ‘‘secondary flows’’ in this paper refers
to the flow that has an orientation perpendicular to the main or
primary flow!. Within the boundary layer this imparts cross-flow
velocities creating non-uniform total pressure profiles. In addition,
there is a stream-wise pressure gradient resulting from increasing
cross-sectional area. The combined effect may result in increased
total pressure nonuniformity~i.e., distortion! and total pressure
loss at the duct exit. The engine response to the flow delivered by
the intake depends not only on the total pressure provided but
also, more significantly, on the quality of the flow~flow unifor-
mity! at the compressor face. The objective of this research was to
study the effectiveness of vortex generator jets in reducing inlet
flow distortion and improve pressure recovery by effective sec-
ondary flow control in a diffusingS-duct.

Control of secondary flows and separation by passive means
has been explored by a number of investigators. Guo and Seddon
@1# studied the swirl in anS-shaped duct of typical aircraft intake
proportions at different incidences and through flow ratios. In or-
der to reduce the magnitude of swirl at high angles of incidences,
two methods were studied. One, to change the distortion of the

pressure by means of a spoiler and two, to re-energize the sepa-
rated flow and inflow of freestream air through auxiliary inlets. Of
the anti-swirl devices, the spoiler was found to be more powerful
and could be sized to either reverse the swirl direction or to elimi-
nate the swirl completely. Wendt and Reichert@2# have experi-
mentally studied the effect of nonuniform upstream flow arising
due to vortex ingestion in a diffusingS-duct inlet with and without
an array of surface mounted vortex generators. The ingested vor-
tex was observed to have a strong influence on duct flow field, but
only when the vortex trajectory was near the region of separation
that existed in the baselineS-duct.

Sullerey and Mishra@3# have studied the effectiveness of
boundary layer fences in improving the performance ofS-duct
diffusers of rectangular cross-section in a uniform inlet flow. Sig-
nificant improvement in performance of the diffusers was ob-
served with top and bottom wall fences. Various fence heights
were tried to achieve optimum performance of the duct.

Reichert and Wendt@4# could improve the total pressure distor-
tion and recovery performance of a diffusingS-duct using low-
profile vortex generators~so-called wishbone types!. Reichert and
Wendt@5# also presented a compilation of the previous study with
additional data on the effectiveness of various vortex generator
configurations in reducing exit flow distortion of circularS-ducts.

In a further study, Reichert and Wendt@6# used tapered-fin type
vortex generators with an objective of controlling the develop-
ment of secondary flows. The application of vortex generators
here differed from conventional point of view of vortex generators
as devices that re-energize the boundary layer by mixing free
stream and boundary layer fluids, rather the objective was to con-
trol the development of secondary flows.

The above papers~Refs.@4–6#! give a clear description on the
flow physics involved in anS-duct diffuser and how secondary
flows affect diffuser performance in terms of outflow quality and
pressure recovery. The studies also show how vortex generators
improve diffuser performance by effectively controlling secondary
flows. Lakshminaraya@7# also describes the development of sec-
ondary flows in curved passages and the theory of secondary
flows in detail.

Foster et al.@8# conducted measurements in flow through a
rectangular-to-semi annular transition duct to demonstrate the ef-
fectiveness of vortex generators to reduce the circumferential total
pressure distortion. Sullerey et al.@9# studied the effectiveness of
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boundary layer fences and tapered fin vortex generators in con-
trolling secondary flows. The study revealed that significant im-
provement in performance could be achieved by judicious use of
the passive control devices. Sullerey and Pradeep@10,11# also
studied the effect of inflow distortion onS-duct diffuser perfor-
mance and the performance enhancement by the use of tapered-fin
vortex generators.

Shih and Lin@12# carried out computations based on ensemble-
averaged compressible Navier-Stokes equations to investigate the
effects of a leading edge airfoil fillet and inlet swirl angle on the
secondary flow structure and hence to reduce aerodynamic loss
and surface heat transfer. It was observed that since the intensity
and size of the cross flow were found to increase instead of de-
crease by inlet swirl and the type of fillet geometries, the mecha-
nisms responsible for aerodynamic loss and surface heat transfer
are more complex than just the intensity and magnitude of sec-
ondary flows.

Ball @13# studied the effect of centerline offset, wall suction and
blowing on diffuser performance. The effectiveness of wall suc-
tion and blowing in separation control was investigated. The cen-
terline offset, hole area and blowing slot height were varied to
attain optimum performance. It was observed that good perfor-
mance could be achieved by using small amounts of wall suction
and blowing upstream of the separation point.

Active boundary layer control using steady blowing in diffusers
was investigated by Kwong and Dowling@14#. The new jet geom-
etries used were compared with conventional blowing methods.
Active feedback control was employed to control separation that
occurred in the wide angled rectangular diffuser used. It was con-
cluded that a combination of steady and unsteady blowing could
give better diffuser performance in terms of pressure recovery and
reduced pressure oscillations.

Johnston and Nishi@15# proposed an active method of separa-
tion control termed ‘‘Vortex Generator Jets.’’ Their low speed ex-
periments demonstrated that the cross-stream mixing associated
with the vortices generated by the VGJ is effective in separation
control.

Earlier Innes et al.@16# reported a set of experiments designed
to show the effectiveness of VGJs for the control of separation on
a complex airfoil. A three-element airfoil in a configuration typical
of landing and take-off was studied. The study revealed a substan-
tial improvement in the normal force coefficient and the stall
angle of attack.

Khan and Johnston@17# have described in detail the vortex
development from VGJ. Johnston@18# in his review article de-
scribes the application of VGJ for separation control. The paper
also reviews the use of pulsed vortex generator jets. The addition
of pulsing was observed to provide a more efficient use of the jet
fluid. It was also observed that it might be possible to gain better
control by using pulsed vortex generator jets than that with steady
VGJ.

Sullerey and Pradeep@19# recently reported secondary flow
control using VGJ inS-duct diffusers where in a significant im-
provement in diffuser performance was obtained. To the best of
the author’s knowledge, this was the first application of VGJ for
secondary flow control. Presently the results of this study as well
as those obtained by a combination of both active and passive
methods are presented. TheS-duct diffuser has a curvature and
divergence angle of typical combat aircraft inlet geometry. The
study was carried out both with and without the presence of in-
flow distortion. Detection of flow separation was carried out using
an LVDT displacement based shear stress sensor. The VGJs were
positioned in such a manner that the vortices generated by their
interaction with the main flow have an orientation opposing the
secondary flows. The VGJ skew angles and jet-to-freestream ve-
locity ratios were varied to optimize diffuser performance.

For flow with distorted inflow, VGJs continued to be used for
secondary flow control but additionally tapered-fin vortex genera-
tors were used to control flow separation on the wall of the dif-

fuser where flow separation was observed as a result of distorted
inflow. The performance improvement resulting from this con-
figuration was much better than that obtained by employing VGJs
alone.

Experimental Setup and Procedure
The measurements were carried out in an open-circuit wind

tunnel. A blower discharged air through a diffuser into a large
settling chamber with a honeycomb and three sets of wire mesh
screens. A contraction section of an area ratio of 17 accelerated
the flow into the test section entrance of cross-section area of
380 mm (width)3305 mm (height). A large contraction ratio en-
sured a uniform flow at the inlet. The measured free stream tur-
bulence level of the inlet flow was less than 0.5 percent. Between
the contraction and theS-duct diffuser, a straight duct of 300 mm
length was provided to obtain fully developed, zero pressure gra-
dient turbulent boundary layer at the diffuser inlet. Detailed ve-
locity measurements were carried out across the diffuser inlet
~free-stream! and in the inlet boundary layers. The diffuser inlet
flow was kept uniform~in the absence of inflow distortion grid!
with an average wall boundary layer momentum thickness equal
to 0.2 percent of the inlet width. The tests were carried out at a
Reynolds number of 7.83105 based on the diffuser inlet width
~free stream velocity531 m/s and Mach number50.1). A con-
stant area duct extension of 300 mm length was also placed at the
diffuser exit to provide smooth, continuous flow exiting the duct.

S-Duct Diffuser. The diffuser on which the experiments were
carried out had a rectangular cross-section with an aspect ratio of
0.8 at inlet. The area ratio and semi-divergence angle of the dif-
fuser was 1.39 and 8 degrees respectively~Fig. 1!. The radius
ratio of the diffuser was chosen based on typical combat aircraft
intake geometry. The semi-divergence angle corresponds to an
equivalent straight diffuser of same area ratio. To increase the
area, the diffuser width was varied linearly along the duct center-
line while keeping the height constant. The width was equally
distributed normal to the centerline. The radius ratio of the dif-
fuser was fixed as 4. Two planar circular arcs with identical radii
defined the duct centerline. The plane at which the centerline cur-
vature changes from concave to convex is known as the inflection
plane.

Vortex Generator Jet. The VGJ arrangement used in the
present study~Fig. 2a! was designed based on the jets used by
Johnston and Nishi@15#. In previous studies carried out~Refs.
@8–10#! using tapered fin vortex generators, a set of three vortex
generators at locations of maximum secondary flow strength was
observed to be optimum. Hence, it was decided to use the same
number of VGJs in the present study, too.

Figure 2a gives the vortex generator jet flow arrangement, and
the VGJ defining angles with reference to the secondary flow are
shown in Fig. 2b. In the present investigation, the pitch angle was
kept fixed at 45 deg~based on Johnston and Nishi@15#! and the
skew angle was varied~in the range 0 to 140 deg! to obtain opti-
mum performance. The set of three VGJs at the two locations
were oriented in such a manner that the vortices generated from
interaction of the VGJs with the freestream would tend to nullify
the secondary flows, i.e., the VGJs were directed towards the high
pressure side~as secondary flows occur from the high pressure
side to the low pressure side!. The optimum condition was ob-
tained by varying the skew angle of the VGJ. The air supply to the
VGJs was provided from a separate centrifugal blower. At each
station, the three VGJs were supplied air through a compartment
consisting of a settling chamber, three wire mesh screens and a
nozzle~refer Fig. 2a!. This was done to ensure uniform air supply
to all the VGJs. The velocity of each VGJ was measured using a
fine Pitot tube of 0.8 mm diameter simultaneously to ensure that
all the jets had equal velocity.
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Grid for Inflow Distortion. In order to explore the effect of
distorted inflow on diffuser performance and to study the effec-
tiveness of vortex generators in such a situation, a grid was de-
signed to thicken the boundary layer at the diffuser inlet. The grid
used in the previous studies~Refs.@10, 11# was used in the present
investigation too and is shown in Fig. 1. Since the outer wall
~refer Fig. 1! of the diffuser was more prone to adverse pressure
gradients, it was considered appropriate to use the grid on the
outer wall of the diffuser. The introduction of a thickened bound-
ary layer on the outer wall was expected to induce flow separation
on the wall. The effectiveness of vortex generator jets in situations
with flow separation could thus be studied. The boundary layer
momentum thickness at the diffuser inlet~on the outer wall! in-
creased from 0.17 percent of the inlet width to 0.22 percent with
the introduction of the grid. The corresponding increase in the
displacement thickness was from 0.185 percent to 0.234 percent
of the inlet width.

Experimental Procedure. The experiments were carried out
in two stages. In the first stage, the inflow to the diffuser was
uniform. Flow in this case was separation free in the diffuser.
Span wise~y-direction! array of three vortex generator jets~both
on top and bottom walls! were employed, one before the inflection
plane and one after it with the objective of control of secondary
flow in the diffuser. In the second stage of experiments, distorted
inflow was introduced at the diffuser inlet. The distortion in the
inflow was such as to thicken the inlet boundary layer on the side
of the outer wall causing flow separation~as detected using the
floating element wall shear stress sensor, Preston tubes and sub-
layer fences! on it at downstream locations close to diffuser outlet.
The active flow control strategy employed for secondary flow
control was again vortex generator jets~VGJs!. The measurements
were taken with distorted inflow with and without vortex genera-

tor jets. The performance improvement with VGJs was less in the
second stage of the experiments compared to the first. As this is
likely to be a result of separation of flow on the outer wall, tapered
fin vortex generators were employed on the outer wall as a passive
device for separation control in combination with VGJs for sec-
ondary flow control~as used in Sullerey and Pradeep@10,11#!. The
results for the various configurations i.e., diffuser with uniform
inflow, diffuser with distorted inflow and diffuser with tapered-fin
vortex generators are presented below.

Instrumentation and Measurement Techniques
The measurements included diffuser wall static pressure distri-

butions, mean velocities, boundary layer and skin friction mea-
surements and flow angularity. A Furness~FCO510 model! digital
multi-channel micro-manometer was used for all pressure mea-
surements. The static pressure measurements were taken with wall
pressure taps at nine axial stations on each diffuser side wall. In
addition, each station had nine circumferential pressure taps of 0.8
mm diameter~three on each curved walls and three on the top
wall!. There were fifteen pressure taps at the inflection plane,
diffuser inlet and exit~refer Sullerey et al.@9# for details on loca-
tion of pressure taps!. TheCP values were expected to be within
one percent accuracy with a standard deviation of 0.49 percent
of the mean value~on the basis of 30 measurements at a given
station!.

The skin friction measurements were made using wall mounted
Preston tubes of 0.8 mm diameter and sublayer fences of fence
height 0.1 mm. The design and calibration details of Preston tubes
and sublayer fences can be obtained from Patel@20# and Vagt and
Fernholtz@21#, respectively. These were fitted along the centerline
of inner and outer walls at nine stations. Sublayer fences were
used in regions of adverse pressure gradients, as its accuracy is

Fig. 1 S-duct diffuser, vortex generator jet „VGJ… and VGJ flow arrangement
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higher in such situations compared to Preston tubes. The Preston
tubes and sublayer fences were calibrated using a floating element
shear stress sensor that was based on a linear voltage differential
transformer~LVDT ! displacement sensor. This device consisted of
a floating element that would remain flush with the wall where the
skin friction was to be measured. The central part of the sensor
was an LVDT that could detect displacements upto 0.127 mm.
The sensor was calibrated for shear force using fractional weights
attached to the floating element. The skin friction measurements
were expected to be within 2 percent accuracy. More than for the
skin friction measurements, the basic purpose of using Preston
tubes and sublayer fences in the present experiments was to detect
regions of flow separation. The sublayer fences were also success-
fully used to detect secondary flows. With the fence aligned to the
free stream, the sign of the pressure difference indicates the direc-
tion of secondary flows. Frei and Thomann@22# have discussed
floating element sensors for shear stress measurement. The paper
also discusses their calibration and use in adverse pressure
gradients.

The boundary layer measurements were made on all four walls
at inlet, inflection and the exit planes of theS-duct diffuser. A 0.8
mm diameter pitot probe was used for this purpose. The boundary
layer measurements were taken by traversing the probe in inter-

vals of 0.5 mm. The total pressure and velocity measurements
~including flow angularity! were made using a five-hole conical
probe of diameter 6.4 mm based on the design details provided by
Ohman and Nguyen@23#. The probe was calibrated using a cali-
bration rig similar to Nowak@24#. For probe traverse, an accurate
three-dimensional traverse system~least count 0.5 mm! was used.
The five-hole probe was calibrated with one-degree interval and
hence the accuracy in flow angularity was expected to be within
one degree. Detailed flow measurements using the five-hole probe
were made at the inflection and the diffuser exit plane for the
various configurations tested. The total pressure measurements
were expected to be within one percent accuracy.

The uncertainties in the above measurements are expected to be
within 65 percent~estimated based on Abernathy et al.@25#,
Moffat @26#, and Kline@27#!.

Results and Discussions

Diffuser With Uniform Inflow. The VGJs were placed in
regions of highest pressure differentials to neutralize the second-
ary flow ~from high pressure to low pressure wall!. Two such
regions~one before the inflection plane and other after it! can be
seen from wall pressure distributions shown in Fig. 3. TheCP

Fig. 2 (a) Vortex generator jet flow arrangement, (b) definition of coordinate system and vortex generator jet angles
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distributions are shown in terms of non-dimensional axial distance
from the diffuser inlet that refers to the locations where the static
pressure taps were fixed. The plus and minus angles are with
reference to the radial line at the inflection plane~refer to Fig. 1!.
The optimum combination of skew angle and velocity ratio was
arrived at by detailed investigations for a range of skew angle
~where the vortex created by jet flow interacting with free stream
would be opposing the secondary flow present in the flow field!
and velocity ratio. Some of the results of the effect of variation of
skew angle are given below. In all cases the pitch angle was kept
at 45 degrees in line with Johnston and Nishi@15#.

Since external energy is added to the diffuser, the definition of
CP from Kwong and Dowling@14# ~as defined in the nomencla-
ture! was used to account for the VGJ energy addition.

Mass averaged quantities are defined in the following manner
~refer Stevens et al.@28#!:

p̄51/mE
0

A

pdm, (1)

Where,p̄ is any mass averaged quantity,p is a measured quantity
to be mass averaged andm is the mass flow rate through the area
A.

Table 1 gives the variation of static pressure recovery at the
diffuser exit for different skew angles at a velocity ratio of 1.0. A
VGJ skew angle of 135 deg~refer Fig. 1 for VGJ orientation! in
both the planes resulted in optimum performance. Another param-
eter that was varied was the jet to freestream velocity ratio. The
velocity ratio was varied with the skew angle fixed at 135 deg. It
was observed that the optimum performance was achieved at a
velocity ratio of 1.5. The VGJ Reynolds number based on jet
diameter at a velocity ratio of 1.5 was 9212 (jet velocity
546.5 m/s, Mach number50.15).

The CP distributions along the inner and outer walls of the
diffuser with and without VGJs are given in Fig. 3 for several
jet-to-freestream velocity ratios. The static pressure distributions
in the figure for velocity ratios above 1.5 have not been presented
for the sake of clarity. Moreover, the performance improvement
with a velocity ratio of 1.6 was observed to be less than that at a
velocity ratio of 1.5. The inner and outer wall pressures at a par-

ticular station can be seen to differ considerably. The wall pres-
sure differentials between the inner and outer wall creates second-
ary flows by causing slow moving boundary layer fluid to move
from high- to low-pressure regions. The secondary flow in the
plane upstream of the inflection plane has a direction from the
inner wall to the outer wall. Since the wall curvature changes after
the inflection plane, the direction of secondary flow at the plane
downstream of the inflection plane of the diffuser is opposite~i.e.
from outer wall to the inner wall! to that at the former plane. The
VGJ skew angle was therefore measured and varied in a clock-
wise sense~i.e. pointing towards the inner wall! in the plane up-
stream of the inflection plane while that at the second plane in the
counter-clockwise direction~pointing towards the outer wall!.

As is evident from the Fig. 3 and Table 1, jet to freestream
velocity ratio of 1.5 and a skew angle of 135 deg respectively
yielded the best static pressure recovery. Therefore the results dis-
cussed below will be for this case.

The effectiveness of the VGJs in improving the flow quality can
be assessed by looking at the total pressure loss coefficient con-
tours. Figures 4a and 4b give the total pressure loss coefficient
contours without and with VGJs respectively. The losses are
higher towards the outer wall due to the increased curvature along
that wall. The deployment of VGJs resulted in significant reduc-
tion in the losses. The mass averaged total pressure loss coeffi-
cient has reduced from 0.387 to 0.254 with the deployment of
VGJ. The range of loss coefficient reduced from 0.3–0.8 to 0.2–
0.5. Thus, the extent of high loss region has been significantly
reduced by employing VGJs.

Table 2 gives the summary of results for the diffuser with and
without VGJs. The effectiveness of VGJs in secondary flow con-
trol can be observed from the distortion coefficient,Dc ~the total
pressure nonuniformity as defined by Reichert and Wendt@4#! that
reduced from a value of 0.832 to 0.687 with the VGJs on. The
VGJs have been found to be much more effective than tapered fin
vortex generators that were used in earlier studies@10,11#. Tapered
fin vortex generators~owing to their physical presence in the flow
field! produce drag losses and there is little control over these
devices other than changing their geometry. VGJs on the other
hand can be controlled in terms of skew angle and velocity ratio
and moreover VGJs do not result in any drag losses when not in
operation.

Fig. 3 Variation of wall static pressure distribution with veloc-
ity ratio „skew angle Ä135 deg …

Table 1 Effect of skew angle on diffuser static pressure recov-
ery „VRÄ1.0…

Skew angle in deg 90 110 130 135 140
Mass averagedCP 0.336 0.342 0.348 0.350 0.346

Fig. 4 Total pressure loss coefficient contours without and
with VGJ

Table 2 Summary of results with uniform inflow

Exit flow property Bare diffuser

Diffuser with tapered fin
vortex generators

@10,11#
Diffuser

with VGJ

Mass averagedCP 0.312 0.340 0.362
DC 0.832 0.743 0.687
Ã 0.387 0.281 0.254
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Diffuser With Distorted Inflow. From previous studies
@10,11# it was concluded that distorted inflow severely affects the
diffuser performance. Moreover, the introduction of inflow distor-
tion resulted in flow separation towards the exit on the outer wall
of the diffuser @28#. It was therefore considered appropriate to
study the efficacy of VGJs in such flow situation.

The sublayer fence and Preston tube measurements indicated
flow separation at centerline arc angles of 8.4 and 4.2, respec-
tively. The presence of separation was confirmed by using the
LVDT based floating element shear stress sensor. The sensor
showed a negative reading at these locations indicating flow re-
versal. Figure 5 shows the skin friction distribution along the
walls of the diffuser. As is evident from the plot, the skin friction
towards the exit of the diffuser on the outer wall attains a value of
zero indicating flow separation.

The total pressure loss coefficient contours are plotted in Figs.
6a and 6b. The effectiveness of VGJ in improving flow quality
can be clearly seen from the figure. The range of total pressure
loss coefficient has been brought down from 0.3–0.8 to 0.2–0.6
with the use of VGJ. Moreover, the extent of high loss regions has
considerably reduced.

The summary of results of the diffuser with distorted inflow is
given in Table 3 below. The distortion coefficient reduced from a
value of 0.851 to 0.809. A similar improvement in mass averaged
total pressure loss coefficient was observed, too. The VGJs were
again found to be more effective in improving the diffuser perfor-
mance compared to tapered fin vortex generators@10,11#.

Diffuser With Tapered-fin Vortex Generator. As is evident
from the above results for the diffuser with a distorted inflow, the
effectiveness of the VGJs has reduced drastically. This is due to
the presence of flow separation resulting from the distorted inflow

that adds to the already deteriorated performance of the diffuser
due to secondary flows. It was therefore decided to use tapered-fin
vortex generators to control flow separation in addition to VGJs
that were used for secondary flow control. The tapered-fin vortex
generator configuration was similar to the one used in Sullerey
and Pradeep@11#.

The skin friction distribution along the inner and outer walls of
the diffuser is shown in Fig. 7. The elimination of flow separation
is clear from the figure indicated by the positive value of skin
friction at locations where it was previously zero. The skin friction
values were verified using the LVDT shear stress sensor.

The total pressure loss coefficient contours at the diffuser exit
with distorted inflow and with VGJs alone is shown in Fig. 8a.
The total pressure loss coefficient contours with VGJ and tapered-
fin vortex generators on the outer wall is given in Fig. 8b. The
range of total pressure loss coefficient has reduced from 0.3–0.8
to 0.2–0.6 with the use of VGJ in addition to tapered fin vortex
generators. The extent of high loss regions has also considerably
reduced. The improvement in flow quality due to flow separation
control is hence evident from the figures.

Table 4 gives the summary of the results with tapered-fin vortex
generators in addition to VGJs. A significant improvement in dis-
tortion coefficient and total pressure loss coefficient compared to
the case with VGJ alone can be observed from the results. This is
due to the efficient control of secondary flows by VGJs and flow
separation by tapered-fin vortex generators.
Table 5 gives the boundary layer momentum thickness~as per-
centage of diffuser inlet width! for the three cases discussed
above. Boundary layer momentum thickness is direct indication of
the total pressure losses and hence increase in momentum thick-
ness implies increased losses. The effectiveness of the flow con-
trol devices can be observed from the reduction in boundary layer
momentum thickness as compared to the situations devoid of the
devices.

Conclusions
Active flow control using vortex generator jets was employed

to study its effect on a wide angledS-duct diffuser subjected to

Fig. 5 Skin friction distribution along the inner and outer walls
of the diffuser

Fig. 6 Total pressure loss coefficient contours without and
with VGJ in distorted inflow

Table 3 Summary of results with distorted inflow

Exit flow property
Diffuser with

distorted inflow

Diffuser with tapered
fin vortex generators

~Ref. @10#, @11#!
Diffuser

with VGJ

Mass averagedCP 0.297 0.309 0.311
DC 0.851 0.812 0.809
Ã 0.395 0.375 0.363

Fig. 7 Skin friction distribution along the inner and outer walls
of the diffuser
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uniform and distorted inflow. Substantial improvement in perfor-
mance was achieved by the use of VGJs. The method can also
have potential applications in secondary flow control in turbo ma-
chinery. For uniform inflow inS-duct diffusers, use of vortex gen-
erator jets results in more than a 30 percent decrease in total
pressure loss and flow distortion coefficients. Similar improve-
ment in mass averaged static pressure recovery was observed. The
performance improvement achieved using VGJs were higher than
that when tapered fin vortex generators were used alone.

The effectiveness of the VGJs was observed to be reduced
when used in a distorted inflow situation due to the presence of
flow separation. The mass averaged total pressure loss coefficient
was reduced marginally by around 8 percent and the reduction in
distortion coefficient by around 5 percent. However, the VGJs
gave a slightly better performance compared to tapered fin vortex
generators. The improvement in performance of the diffuser in
both uniform and distorted inflow situation was due to the effec-
tive reduction in secondary flows by VGJs.

In combination with passive device~tapered fin vortex genera-
tors!, the vortex generator jets reduce total pressure losses by
about 25 percent for distorted inflow conditions. The application
of tapered-fin vortex generators for separation control along with
VGJs for secondary flow control thus results in substantially
higher performance than that obtained with the use of tapered-fin
vortex generators alone.

Nomenclature

AR 5 area ratio of the diffuser
CP 5 pressure coefficient5(p2pre f)(ṁd1ṁj )/1/2rVd

2ṁd

11/2rVj
2ṁj

Cf 5 skin fiction coefficient
Dc 5 distortion coefficient5(poav2pomin)/qav2
R 5 duct centerline radius of curvature

Re 5 Reynolds number based on inlet diffuser width
V 5 fluid velocity

VR 5 jet to freestream velocity ratio
ṁ 5 mass flow rate
f 5 pitch angle of the vortex generator jet
u 5 skew angle of the vortex generator jet

Ã 5 average total pressure loss
coefficient5(po12po2av)/(1/2rV`

2 )
r 5 fluid density
h 5 diffuser height~constant!
l 5 duct centerline length
p 5 static pressure

po 5 total pressure
q 5 dynamic head
r 5 inlet half width
s 5 distance along the duct centerline from diffuser inlet

w 5 diffuser width
y 5 distance along duct centerline radius from inner wall

of the diffuser
z 5 distance along diffuser height from the bottom of the

diffuser
R/r 5 diffuser radius ratio

Fig. 8 Total pressure loss coefficient contours without and with tapered-fin vortex generators in distorted inflow

Table 4 Summary of results with tapered-fin vortex generators

Exit flow property
Diffuser with

distorted inflow
Diffuser with

VGJ

Diffuser with
tapered

fin vortex generators
on outer wall

Mass averagedCP 0.297 0.311 0.344
DC 0.851 0.809 0.742
Ã 0.395 0.363 0.278

Table 5 Boundary layer momentum thickness at diffuser exit

Boundary
layer

momentum
thickness~as
percentage
of diffuser
inlet width!

Diffuser
with

uniform
flow

Diffuser
with VGJ

Diffuser
with

distorted
inflow

Diffuser
with VGJ

Diffuser
with

VGJ and
taperedfin

vortex
generators

Inner wall 2.81 2.41 3.10 2.71 2.54
Outer wall 1.37 0.72 1.47 0.79 0.70
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Subscripts

av 5 average value
d 5 diffuser
j 5 jet

max 5 maximum value
min 5 minimum value
ref 5 inlet plane~reference!
1,2 5 notations for inlet and exit planes

` 5 free stream value at inlet plane
o 5 total pressure
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The Design of a New Flow Meter
for Pipes Based on the Drag Force
Exerted on a Cylinder in Cross
Flow (Drag Force Flow Meter:
DFFM)
It is shown how to design a new method (DFFM) of flow metering in pipes from basic
principles. The method relies on the well known drag force on a cylindrical body and the
force measurement by a load cell. The drag force is exclusively measured in the axial flow
direction, the only one that contributes to the flow rate. That way disturbing tangential
swirl components which do not contribute remain unconsidered. By means of an upstream
screen the meter is desensitized to disturbing axial velocity profile distortions. Testing
with various installations demonstrates the main features and the error bar to be
expected.@DOI: 10.1115/1.1779665#

1 Introduction
Commonly engineering faces either of two situations. In the

first one a mechanism, an instrument, a design or else has come
into existence one way or another and needs to be analyzed and
understood before changes or improvements can be made. In the
second one, typically when engineering capacity and theoretical
knowledge is affluent, the procedure can be turned around in order
to design something from scratch to the requirement of the user
and the satisfaction of the engineer.

In pipe flow metering the first situation is likely to be encoun-
tered. A large number of instruments exists the underlying fluid
mechanics of which are hardly understood. Most often much ef-
fort is made in calibration and signal processing while the analysis
of flow characteristics is neglected. For example, the orifice has
been in use for many decades on basis of a compilation of cali-
bration data laid down in DIN 1952 while the understanding of
the flow is poor and often done away with Bernoulli’s equation.
Other examples are the vortex meter or the rotameter~Baker@1#!.
With an increasing demand for more meter accuracy in the gas
and petroleum industry research has become necessary to improve
existing instruments for non-ideal installation situations. It has
become a widely held view that substantial progress can be
achieved through a better understanding of the interaction of the
upstream flow and the meter. There is more potential in eliminat-
ing the ambiguity of this interaction than in the refinement of the
meter itself. The vanishing point of this development is the ‘‘in-
telligent meter’’~Wildemann et al.@2#! which would recognize the
upstream flow situation and correct for it.

In this paper we do not want to struggle with the fluid mechan-
ics of an existing instrument, we would rather like to go the other
way showing how to design a meter from scratch including the
upstream installation problem from the beginning. Looking for a
measuring principle~Ruppel and Peters@3#! we observed that the
force is hardly used among the numerous measured quantities like
length ~rotameter!, time ~ultrasound!, frequency~vortex meter!,
pressure~orifice, Venturi! or electrical potential~electromagnetic

flow meters!. At the same time force measurement is not at all
unusual in fluid mechanics, especially aerodynamics, although
forces can be small e.g. in the Newton range.

We choose a thin bar~a cylinder in this investigation! mounted
radially from wall to wall in a pipe’s cross section and record its
drag force which is a measure for the velocity. Normal flow past a
cylinder is one of the most fundamental flow cases quoted as the
drag coefficient vs Reynolds number plot in most fluid mechanics
text books~Schlichting@4#!. We have to take into account though
that the cylinder collects a velocity profile along the radius rather
than a uniform velocity. We also have to consider that in real
situations the profile may not be rotationally symmetric and that
the flow may be disturbed in the way of swirl. These problems are
successfully solved by an upstream screen that flattens the profile
and by the way the cylinder is mounted which excludes swirl from
entering the measurement.

Due to expense of time and material the experimental part of
the following could only be a case study for gas in a 150 mm i.d.
pipe featuring an 8 mm cylinder. Yet, similarity is based on Rey-
nolds number and Dean number which lie in a realistic range.
In principle the extension to liquids should be feasible and
worthwhile.

2 Measuring Principle
We divide the description of the measuring principle into two

parts. The first part deals with the problem how the flow exerts a
force onto the cylinder and how this force relates to the flow rate.
The second part shows how this force is properly measured.

2.1 Flow Rate and Drag Force. A body in a uniform
stream of velocity u and fluid densityr experiences a drag force
which is proportional tor, the projection area A in flow direction
and the square of the velocity. The proportionality coefficient,
called drag coefficient cD, depends on the Reynolds number Re

cD5cD~Re! (1)

Re5
u•dcyl

n
(2)

based on the dynamic viscosityn and a characteristic length of the
body which is the cylinder diameter dcyl in our case. The most
frequently quoted data on cD(Re) of a cylinder are those by Wie-
selsberger@5,6# reproduced in Fig. 1.
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When the cylinder is mounted radially across the pipe as shown
in Fig. 2 flow direction and magnitude at the cylinder will in
general depend on the radius r and the anglew. In well defined
cases such as developed laminar flow, developed turbulent flow
and uniform flow~square profile! the flow remains normal to the
cylinder in pipe direction and the velocity is merely a function of
the radius. In general, reality differs considerably from these flow
patterns, yet they lend themselves for reference purposes. In real-
ity the profiles show distorted shapes and swirl occurs superposed
to the main flow not to speak of large scale turbulence which may
add time dependence. A key benefit of our design is that we do not
need to worry about the swirl component from the beginning. The
way the beam is mounted~see below! only the force in pipe di-
rection is measured meaning that only flow in pipe direction is
recorded which is exactly the one that contributes to the flow rate.

Velocity and Reynolds number along the cylinder at a fixed
anglew are now functions of the radius

Re~r!5
u~r!•dcyl

n
(3)

so that the drag coefficient has to be written in the form

cD5cD~Re~r!! (4)

yielding the total force F on the cylinder in flow direction~D52R!

F5
1

2
•r•dcyl•E

2R

R

cD~Re~r!!•u2~r!dr. (5)

In the simple reference case of the square profile with uniform
velocity um the force reduces to

Fsq5r•cD~Rem!•dcyl•R•um
2 . (6)

Using this reference force Fsq for scaling the general force of Eq.
~5! we have

Fig. 1 Drag coefficient of a cylinder as function of Reynolds number from
Wieselsberger †5,6‡

Fig. 2 Working principle of the Drag Force Flow Meter „DFFM…
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F

Fsq
5

1

2 E21

1 cD~Re~r!!•u2~r!

cD~Rem!•um
2

d
r

R
. (7)

We now interpret the integral as a shape factor f

f5
1

2 E21

1 cD~Re~r!!•u2~r!

cD~Rem!•um
2

d
r

R
. (8)

The shape factor is a measure for the deviation of the real profile
with respect to the reference square profile including the influence
of a variable drag coefficient along the cylinder.

Figure 1 teaches that the drag coefficient is approximately con-
stant over a wide range of Reynolds numbers which is limited by
very small ~Re,500! and very large Reynolds numbers (Re.2
•105). Reynolds numbers.2•105 are not envisaged in our de-
sign. Reynolds numbers down to zero are present in the wall
boundary layer, yet the contribution of this range is very small
anyhow. Therefore we approximate

cD~Re~r!!'cD~Rem!. (9)

With this approximation the shape factor can readily be calculated
for known profiles. For the parabolic laminar profile we find
f52.13 independent of Reynolds number, which means that the
laminar profile more than doubles the force as compared to the
square one. This shows the dominant influence of the squared
velocity in a peaked profile.

The shape factor of the developed turbulent profile exhibits a
slight dependence on pipe Reynolds number ReD as Table 1
shows. For the calculation the profile given by Gersten und
Herwig @7# was used.

In order to express the mass flux m˙ as function of the force F
we eliminate um from Eq.~6! and in the resulting equation replace
Fsq by means of~F/f! from Eqs.~7,8!. Then multiplication with the
densityr and the pipe area R2p yields

ṁ5
1

AcD~Rem!•f
•AR3

•p2

dcyl

•AF•r. (10)

Here the force is the measured quantity. The density is either
known or measured through temperature and pressure for a gas.
Pipe and cylinder diameter are given. The drag coefficient is close
to 1 ~Fig. 1!. The crucial parameter is the form factor f. It is only
known when the profile is ideal~Table 1! or measured which, of
course, would save the flow meter. Our answer to the real, dis-
torted profile is a wire screen placed upstream of the cylinder.
Such a screen produces relatively small pressure losses and needs
little space. It has a smoothing and equilibrating effect on up-
stream profile distortions such that the downstream profile ap-

Fig. 3 FEM-designed load cell with „bottom … and without load „top …

Table 1 Shape factor f for developed turbulent profiles for
various pipe flow Reynolds numbers Re D

ReD5um•D/n
shape factor f

turbulent profile

50,000 1.170
100,000 1.158
150,000 1.151
200,000 1.146
250,000 1.142
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proaches the square shape. In contrast to the flow straightener it
has little impact on the swirl which we are not concerned about
anyhow. Squaring the profile the screen pushes the shape factor f
closer to one without reaching it, of course. It gets close enough
though, so that Eq.~10! is suitable for the design process of the
meter which will normally start with the range of m˙ required by
the user for a given pipe of radius R. The cylinder ought to be
much smaller than the pipe, dcyl!D. With the product of cD and f
close to one the force F on the cylinder follows for known density.
F then determines the design of the load cell.

After the design has been completed and the load cell has been
made calibration of m˙ vs F•r according to Eq.~10! in a reference
situation becomes inevitable to accomplish high accuracy. We’ll
go through these steps further down concluding with an investi-
gation on the sensitivity to installations.

2.2 Drag Force and Load Cell. The fluid force on the cyl-
inder is an integrated load with varying load distribution. To mea-
sure this load independent of the distribution a load cell as shown
in Fig. 3 is suitable. Kinematically the four thin portions of the
cell constitute the joints of a parallelogram. The front part with the
attached cylinder moves under load parallel to the rear part fixed
to a rigid base such that the attached cylinder remains in radial
direction in the pipe. At the same time the thin portions flex like

leaf springs transforming the acting force into deformation. The
deformation can be measured by strain gauges or optical displace-
ment sensors~or others!.

Our goal is the design of the entire meter. Therefore, as an
example, we selected material~aluminum 7075 T7351! and shape
of a particular load cell as given in Fig. 3. All measures but the
wall thickness w of the flexible joints were fixed. This given con-
figuration was fed into a FEM program to calculate the displace-
ment of the cylinder as function of the load for various wall thick-
nesses. The calculated results were checked versus a simple
measurement in which the load was simulated by weights and the
displacement was measured by an optical gauge~optoNCDT by
Micro-Epsilon!. Excellent agreement within62.5% was found.
The outcome of this investigation is the following formula

«w2.793550.0982 F. (11)

It relates the wall thickness w in mm, the displacement« in mm
and the force F in Newton. Most importantly, a linear relationship
between force and displacement is achieved. In the design process
the maximum force will be known from the flow rate as described
above. A corresponding maximum displacement has to be chosen
according to the type of length measurement available~strain
gauges, optical devices or others!. Then Eq. ~11! delivers the

Fig. 4 Calibration set-up indicating installation range

Fig. 5 Calibration curve
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thickness w, which of course is bound by upper and lower limits.
The lower limit is set by machining and the upper limit by the
condition that the flexible joint needs to be thin relative to the
side-pieces of the cell. The range 0, 5 mm,w,1, 5 mm was
found reasonable for the test design.

Please note that this test design was just to show the design-
ability of the load cell. The ranges of measures and forces have to
be tuned to the application.

3 Set-Up and Calibration
Figure 4 illustrates the basic set-up in the calibration mode. An

air blower driven by a frequency controlled AC motor circulates

room air through a pipe system~precision pipes DIN 2391!. Air
enters the test pipe of D5150 mm i.d. through a nozzle and a wire
screen of 1 mm wire and 3 mm mesh size. The pipe is segmented
and assembled by flanges~not shown! to allow variable configu-
rations of pipe and installations including the DFFM and the
screen which are integrated into flanges themselves. The big pipe
reduces to a smaller one of d5100 mm i.d. which incorporates a
Venturi meter 20 d upstream of the blower. The Venturi provides
the mass flux reference after careful calibration against another
reference placed downstream of the blower described elsewhere
@8#. The DFFM is fitted with a 8 mmcylinder of carbon fibre
laminate for best stiffness to mass ratio. The displacement was to

Fig. 6 The investigated installations
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be measured by an integrated strain gauge because we were not
able to integrate the optical device mentioned earlier into the
flange. A commercial load cell~PW4FC3 by HBM! of the type
tested in Section 2 was purchased in one piece with the strain
gauge and an appropriate amplifier~BA 651 by BLH!.

Data aquisition is by a National Instruments A/D card ‘‘PCI-
6024E’’ in combination with the LabView 6i software. Besides the
force temperature and pressure in the pipe are recorded at the
sampling rate of 104 s21. Due to an eigen vibration of the bar/cell
arrangement of the order of 200 Hz a mean value of the force has
to be taken. In order to do so the integration time should not drop
below 0.1 s. The LabView program views the recorded data in-
cluding the reference mass flux from the Venturi.

The calibration procedure is as follows. Starting from um
53.5 m/s mean velocity in the big pipe the blower motor fre-
quency is risen stepwise up to the mean pipe velocity of about 32
m/s. For each stepr is determined from p and T~including rela-
tive humidity! and F is measured. The reference mass flux m˙ is
obtained from the Venturi. This information together with Eq.~10!
yields the calibration diagram Fig. 5 displaying cD•f versus Re. As
cD is close to one~see Fig. 1 and discussion! the message drawn
from this plot is that f in fact comes close to one too meaning that
the screen provides an approximately square profile at least in this
calibration arrangement right downstream of a rounded inlet
nozzle. Of course, the residual Reynolds number dependence must
be taken into account. The relationship

cDf50.64 exp~264•1025 Re!cos~2535•1026 Re20.05!11.91

•1026 Re10.997 (12)

fits the data quite well constituting the analytical calibration curve
of this particular DFFM. With the help of Eq.~10! it transforms
into the mass flux vs force relationship.

With respect to accuracy it is important to distinguish between
the accuracy of m˙ obtained from Eq.~10! and the accuracy
achievable in disturbed flow. After calibration the first one de-
pends only on the measurement accuracy of force and density. For
example, when either force and density are uncertain to61% the
mass flux is uncertain to only60.7%. This is a result of the law of
error propagation. The actual uncertainties depend strongly on the

effort spent. We were sure to get the density by temperature and
pressure measurements to within60.5% and the force to within
60.2%.

The second one concerns the performance of the meter when
exposed to~disturbed! installation flows different from the cali-
bration situation. This is the subject of the next section.

4 Results for Installations
A calibrated DFFM exposed to any square velocity profile in

the adequate range will be accurate within a small margin of re-
producibility. Obviously, it is not possible to predict the efficiency
of the screen for any installed upstream disturbance. As a conse-
quence typical installation situations have to be tested before a
reliable error prediction can be made.

Figure 6 compiles seven variants covering quite common instal-
lations and an extreme one. The common ones are the inlet nozzle
with 10D of straight pipe~A!, two regular elbow bends~B,C! and
two double bends~D,E!. A pipe expansion~F,G! opening from
100 to 150 mm i.d. on a short distance of 3.3 D introduces flow
separation, an undoubtedly extreme disturbance bound to lead to
substantial indication errors of most any meter placed close to it.

Results are compiled in Fig. 7. The relative deviation of the
DFFM in terms of

Dṁ5
ṁDFFM2ṁref

ṁref
100 (13)

is plotted versus the reference mass flux. The covered range of
mass fluxes corresponds to mean velocities in the big pipe from 5
to 28 m/s.

When Dṁ.0 the DFFM overpredicts the flow rate and the
other way round forDṁ,0. The first five installations show con-
sistent negative deviations with some scatter. In view of the shape
factor discussion the consistency suggests that in all these cases
the profile tends to be somewhat ‘‘flatter’’ than in the calibration
case.

Elbow and double elbow produce strong disturbances which are
described by Hilgenstock and Ernst@9#. Generally, the main prob-
lem of the disturbance is swirl which is known to decay slowly
~Schlüter and Merzkirch@10#!. Here the DFFM is in the advanta-

Fig. 7 Relative deviation of the mass flux measured by the DFFM versus the reference
mass flux for the installations of Fig. 6
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geous position that it is not affected by radial and tangential ve-
locity components as already explained in Section 2.2. What re-
mains is a moderate dent in the profile which is dealt with by the
screen and, to some extent, by the 10D of pipe length. In sum, the
installations lead to deviations from the calibration arrangement,
yet, it must be emphasized that the deviation stays within a per-
cent! Furthermore the deviation exhibits a systematic character
which could be corrected for.

The pipe expansion of installation F, G produces substantial
positive deviations. Certainly, it is not recommendable to place a
DFFM ~or any other instrument! into such a position. We have
included these installations just to show how well the deviations
of a DFFM can be interpreted. The diffusor angle of the expansion
enforces flow separation with high velocities on the center of the
pipe and low ones in the separated region~or even negative!. The
profile will be extremely peaked entailing large positive deviation
up to 4% in case G. In the other case F with the DFFM moved
downstream the flow seems to be reattached with a broader profile
and correspondingly smaller deviations down to half a percent for
the higher flow rates.

5 Conclusions
We have shown how to design a flow meter for the mass flux in

pipes from scratch. The design is based on fundamental fluid me-
chanics~flow past a cylinder! and a well understood type of load
cell. The load cell determines the force on the cylinder which is an
accurate measure of the flow rate when the velocity profile is
known. As the profile is normally not known the DFFM generates
its own profile by means of an upstream screen. This profile ap-
proximates the square one used for calibration. The deviation of
the screen profile from the calibration profile causes the uncer-
tainty of the measurement. Tangential and radial disturbances in
the velocity distribution are eliminated by the meter from the be-
ginning saving further consideration.

In a number of real installation situations different from the
calibration situation we have demonstrated that the DFFM works
very well. It shows an error bar of less than a percent with a
consistent shift that can be rationalized so that accuracy could be
even improved by corrections.

The elements of the meter allow refinements which should be
looked at in further developments. Especially, the selection of the
screen parameters has some potential. Worth mentioning is that
two screens, upstream and downstream, would allow to reverse
the flow direction.

In conclusion, the philosophy of the DFFM is to prevent flow
disturbances from even entering the signal generation which then
can be based on known mechanics.
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Momentum Flux in Plane,
Parallel Jets
The evolution of the streamwise momentum flux for two turbulent, plane, parallel jets
discharging through slots in a direction normal to a wall was studied both numerically
and experimentally. The numerical results, obtained by solving the Reynolds-averaged
Navier-Stokes equations employing a standard k2« turbulence model, predicted to within
experimental error measured integrals of the momentum flux downstream of the merge
point for jet spacing S/d55. Integration of the streamwise component of the Reynolds-
averaged Navier-Stokes equations over a control volume results in an integral constant
that was evaluated numerically for jet spacings S/d53, 5, 7, 9, and 11, and for different
levels of turbulence kinetic energy and dissipation rate at the jet inlet boundaries. Results
revealed that the integral constant is decreased as the jet spacing increases, and is also
decreased as jet entrainment rates are increased due to higher levels of inlet turbulence
kinetic energy, or alternatively, decreased levels of dissipation rate. Streamwise distance
to the merge point was also found to decrease for increased levels of turbulence kinetic
energy or decreased levels of dissipation rate at the jet inlet.@DOI: 10.1115/1.1778717#

Introduction
Single turbulent plane and offset wall jets have been studied

extensively. This is due, in part, to the many practical applications
of wall jets, including burners, boilers, film-cooling, fuel-
injection, and heating and air conditioning systems,@1–3#. How-
ever, relatively few investigations into the properties of multiple
plane, parallel jets appear in the literature. In addition to the ap-
plications mentioned above, the study of multiple jets may also be
important in the design of pollutant exhaust stacks. Specifically,
relative to a single exhaust stack, the close grouping of stacks to
form parallel jets may be employed as a means to increase the
exhaust plume trajectory and consequently decrease the impact of
exhaust pollutants@4#.

The earliest experimental studies of two plane, parallel wall jets
were those of Tanaka@5,6# in which the basic flow patterns and
entrainment mechanisms of parallel jets were described in terms
of three distinct regions. The first was termed the converging re-
gion, which begins at the nozzle exit and extends to the point
where the inside shear layers of the jets merge, which is termed
the merge point. By definition, the velocity on the symmetry plane
is zero at the merge point. The merging is due to the asymmetric
nature of the entrainment rates of the individual jets, which leads
to a region of low pressure between the jets. Downstream of the
merge point an intermediate, or merging region, exists. This re-
gion extends to the combined point, which is defined as the point
along the symmetry plane at which the velocity is a maximum.
Finally, the combined region occurs downstream of the combined
point. In this region the two jets begin to resemble a self-similar
single jet. Tanaka’s experimental results also showed that an inte-
gral constant, discussed further in the Results section, was nearly
constant at any streamwise location@6#.

The mixing between two parallel jets was investigated experi-
mentally by Elbanna et al.@7#. Their results showed that the mean
velocity profile of the parallel jets agreed well with the single jet
in the region downstream of the combined point. Also, in that
region the mean velocity decay matched that of a single jet. While

self-preservation for the mean flow was attained a short distance
downstream from the combined point, the turbulent velocity fluc-
tuation only became self-preserving much further downstream.

Lin and Sheu@8,9# used hot-wire anemometry to show that the
mean velocity approaches self-preservation in both the merging
and combined regions, while the Reynolds shear stresses approach
self-preservation in the combined region only. Measurements also
indicated that the entrainment and spreading rates in the combined
region were greater than those in a single jet flow. This was at-
tributed to significant increases in the values of lateral turbulence
intensity and the Reynolds shear stress relative to a single jet.

Nasr and Lai@10# provide an experimental comparison between
parallel, plane jets and an offset jet~where a wall replaces the
symmetry plane!. The interaction of the two shear layers on both
sides of the symmetry plane resulted in a much more turbulent
near-field for the parallel jet, relative to the offset jet. In addition,
the recirculation zone was significantly smaller for the two jets
than for the offset jet. In a later work Nasr and Lai@11# also
performed an experimental investigation into the effect of jet
spacing on the mean streamwise momentum flux measured at the
combine point. They reported that the mean momentum flux de-
creases linearly with increased jet spacing.

Anderson and Spall@12# recently presented experimental and
numerical results for isothermal, plane parallel jets at spacings
S/d59, 13, and 18.25~whereS is the spacing between jet center-
lines andd is the jet width, see Fig. 1!. Values of the merge and
combined points computed using both the standardk2« and a
differential Reynolds stress model were compared with experi-
mentally measured values. Good agreement between numerical
and experimental results was obtained. Furthermore, relatively
small differences between the results of the two turbulence models
were observed. Spall@13# extended the numerical work in Ander-
son and Spall@12# to include buoyant jets. The results indicated
that, for heated jets, buoyancy effects and associated increases in
entrainment resulted in a significant decrease in the streamwise
distance to the merge point.

In the present work, the streamwise momentum flux of isother-
mal, parallel jet configurations is investigated both numerically
and experimentally. Numerical and experimental results for com-
ponents of an integral constant are compared for jet spacingS/d
55. Additional numerical results, in terms of merge points and the
integral constant, are presented at higher Reynolds numbers for jet
spacings ranging from 3 to 11. We also investigate the sensitivity
of the numerical solutions, in terms of computed merge points and
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values of the integral constant, to the inlet jet boundary conditions
on turbulence kinetic energy and dissipation rate when using ak
2« model.

Numerical Procedure
The governing equations consist of the unsteady, incompress-

ible Reynolds-averaged Navier-Stokes equations, and equations
for turbulence closure. The equations were solved using the
pressure-based, structured-grid, finite-volume code CFD-ACE
~Version 4, CFD Research Corp., Huntsville, AL!.

In the experimental work of Anderson et al.@14# it was shown,
for sufficiently small jet spacings (S/d,2), that unsteady flows
may develop. Consequently, an unsteady numerical formulation
was employed. However, over the range ofS/d considered herein,
integration of the governing equations in time, using a dimension-
less time step (Ui /d)Dt51.0 ~whereUi is the jet inlet velocity!,
resulted in steady, time independent solutions.

Results presented in Anderson and Spall@12# revealed only
small differences in the predicted merge point locations and mean
profiles obtained using eitherk2« or differential Reynolds stress
turbulence models. Consequently, for this study ak2« model was
employed for turbulence closure. The empirical constants in the
model were taken asC«151.44, C«251.92, C«351.0, Cm
50.09,sk51.0, ands«51.3.

Interpolation to cell faces for the convective terms was per-
formed using a third-order Osher-Chakravarthy scheme~c.f., Yang
and Przekwas@15#!; second-order central differencing was used
for the viscous terms; a first-order implicit Euler scheme was used
for the temporal discretization. Pressure-velocity coupling was
based on the SIMPLEC procedure. Calculations were carried out
in time until a steady state was achieved.

Geometry and Boundary Conditions
The computational domain was defined by a rectangular region

discretized using a cartesian grid covering the entire flow field.
Symmetry boundary conditions along the plane midway between
the jets were not employed in order to accommodate the possibil-
ity of unsteady, asymmetric oscillations in the jet flow patterns.
The domain was bounded on thex50 plane by a wall along
which equilibrium wall functions were specified. Openings of
width d in the wall defined the locations of the jet inlets over

which uniform velocity profiles were set. The inlets were placed
to provide jet spacingsS/d53, 5, 7, 9, and 11, whereS represents
the spacing between jet centerlines.

Constant pressure boundary conditions were specified on the
lateral boundaries defined aty/d5630, while an outflow~zero
normal derivative! boundary condition was specified atxmax/d
580. The authors also applied constant modified pressure bound-
ary conditions at the outflow boundary, where the modified pres-
sure is defined asp̃5p12/3rk. This condition can be justified by
recognizing that beyond the combine point~where the flow is
nearly a parallel shear flow! a higher-order version of the
boundary-layer approximation to the transverse momentum equa-
tion may be written as]/]y(p1rv8v8)50 ~Ref. @16#!. Far from
the jet centerline, the turbulence quantities are negligible, and thus
the modified pressure may be set to zero along the entire boundary
at xmax/d580. Results from the two approaches are essentially
indistinguishable.

Finally, we note that results of numerical tests performed by
doubling the extent of the domain in each direction for theS/d
59 case are presented in the Results section. In essence, these
results will confirm that the extent of the domain as described
above is sufficient.

The relevant Reynolds number for the problem was defined as
Re5(rUid)/m ~where r is the density,Ui the uniform jet inlet
velocity, andm is the dynamic viscosity!. We note that results
from previous studies indicates that the location of the merge and
combine points are nearly independent of the Reynolds number
~c.f., Ref. @17#!.

Given the turbulence intensities (Ti) at the inlet, a uniform
turbulence kinetic energy distribution was specified from the
relation:

k51.5~UiTi !
2. (1)

The dissipation rate inlet boundary condition was then specified
as:

«5Cm
0.75k1.5/L. (2)

The turbulence length scaleL was taken as 0.07d, where the
factor 0.07 is based on the maximum mixing length in a turbulent
pipe flow. Of course, the dissipation rate as computed by Eq.~2! is
no more than an estimate. Consequently, an examination of the
sensitivity of the results to the specified values of inlet kinetic
energy and dissipation rates is presented in the Results section.

By scalingk with Ui
2 and« with Ui

3/d the dimensionless forms
of Eqs.~1! and ~2! are written as:

k51.5Ti
2 (3)

and

«5C~k!3/2 (4)

respectively, whereC5Cm
0.75/0.07 is a constant. Beginning with

Eqs. ~3! and ~4!, all variables presented are to be considered di-
mensionless except when units are included, or when referring to
streamwise distances and jet spacings, wherex/d andS/d, respec-
tively, are used.

Five different grid resolutions were employed for the dual jet
S/d59 case to assess grid convergence. These grids contained
1493200, 2293300, 2993400, 2993600, and 3993600 points,
respectively. The number of grid points across each jet at the inlet
ranged from 10 to 30. In all cases, cells were clustered laterally
toward the jets, and toward the wall atx/d50. The results, which
are presented in detail in a subsequent section, indicated that ac-
ceptable grid convergence was obtained using a 2993400 grid.
Consequently, all other cases were computed on a 2993400 grid.
The 2993400 grid used for theS/d59 case is shown in Fig. 2
where, for purposes of clarity, we have limited the plotting to
every fourth grid line in each direction. To provide further per-

Fig. 1 Description of parallel jet flow field parameters and co-
ordinate system
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spective on the grid clustering, contours of constant velocity mag-
nitude for the Re550,000 case presented in the Results section are
also superimposed on the grid.

Experimental Procedure and Uncertainties
The schematic shown in Fig. 1 defines the relevant parameters

for the parallel jet configuration. The origin of the two-
dimensional coordinate system was oriented with the vertical axis
intersecting the center of the nozzle plate. The jet nozzles had a
width d50.318 cm and a spanwise length of 20.32 cm giving a jet
aspect ratio of 64. The spacingS was kept constant for all con-
figurations at a value of 1.588 cm for a non-dimensional spacing
parameter,S/d55.

Flow was produced by a 1 HP blower controlled by a variable
frequency drive. Jet nozzle slots were machined into 1.27 cm
thick aluminum plate. Vertical end plates were positioned at the
spanwise termination of each nozzle to enhance the two-
dimensionality of the mean flow, and to minimize spanwise en-
trainment of ambient fluid. Two-dimensionality was confirmed by
velocity surveys at the spanwise coordinates ofz50.00, and
61.27 cm that indicated negligible changes in the velocity statis-
tics. An exit velocity of 18.4 m/s was selected giving a Reynolds
number based on the jet nozzle width of approximately Re53600.
The streamwise turbulence intensity at the nozzle exit was ap-
proximately 1.0%.

A constant temperature anemometer system was incorporated
with TSI ThermalPro software to acquire the velocity measure-
ments. A single axis hot film probe was applied at the jet exit
plane to obtain an estimate of the jet exit profile. A single axis
probe was used here to maximize the transverse spatial resolution
of the measurement. The design of two axis probes results in a

smearing of the velocity profile near the shear layers, and would
produce a significant error in the momentum flux calculation in
this region. The portions of the flow field downstream of the
merge point were surveyed utilizing a two-axis~x-wire! probe.
The probe was positioned by a computer controlled two-degree-
of-freedom traverse with positioning accuracy of60.01 mm.

The mean velocity and turbulent normal stress results presented
in this study are based on an average of 214 samples per data point
acquired at a sample rate of 4000 Hz for a total sample period of
8.19 s. The sample rate was defined by the minimum sample rate
beyond which the statistical quantities remain constant and repeat-
able. Calibration of the hot-wire probe was accomplished using a
TSI Model 1129 automatic air velocity calibrator. The mean stan-
dard errors of the velocity calibration are as follows;,3% for
velocities between 0–1 m/s,,1.5% for velocities between 1–8
m/s, and,0.5% for velocities greater than 9 m/s.

The exit momentum flux was calculated from the mean velocity
profile measured a distance of 1 mm above the nozzle exits. The
downstream values of the mean and turbulent momentum flux
were calculated by integrating a theoretical curve fit of the experi-
mental data at three streamwise positions,x/d532, 40, and 48.
The curve fit was required to remove the error introduced by the
hot-film probe near the tails of the mean profiles. This error is
caused by the presence of a transverse entrainment flow which
produces a cooling velocity perpendicular to the axis of the probe
which dominates near the tails of the mean profile. The conse-
quence of this error is a streamwise mean velocity profile that
does not decay to zero near the jet boundaries but instead main-
tains a constant plateau value. This effect is only of consequence
near the jet boundaries. Therefore, a curve fit was produced based
on the theoretically justified hyperbolic secant squared mean pro-
file ~Ref. @16#!. A best fit was calculated to match the width and
magnitude of the experimental profile. The theoretical profile de-
cays to zero near the jet boundaries and therefore significantly
reduces the error introduced by the hot film probe in that region.
The resulting profile was integrated to determine the mean mo-
mentum flux. The accuracy of this method was confirmed by ap-
plying it to experimental data for the single jet case. As desired,
the integration of the best fit theoretical profile at various down-
stream locations matched the momentum flux at the exit. The
turbulent momentum flux was determined by direct integration of
the streamwise normal Reynolds stress.

Momentum flux is an integrated quantity and therefore repre-
sented by a finite sum from experimental results. Each component
of the sum has an uncertainty associated with it. We assume that
the uncertainty in a particular componentU( i ) is unrelated to the
uncertainty in another componentU( i 11), i.e. independent, a
typical and reasonable assumption. For such situations it is appro-
priate to sum the uncertainties in quadrature, i.e. root-sum-square
method~Ref. @18#!. It is not adequate to simply assume that the
total uncertainty in a summation is the summation of the compo-
nent uncertainties as this approach gives a unrealistically high
uncertainty which approaches infinity as the number of compo-
nents of the sum approaches infinity. The momentum flux uncer-
tainty calculations were performed for each configuration. Each
component of the summation has a specific uncertainty in length
measurement, velocity measurement, and density measurement.
Only the velocity measurement uncertainty varies from compo-
nent to component since the length uncertainty is constant and,
since we assume incompressible flow, the density uncertainty is
constant. Using the root-sum-square method, the uncertainty in
the experimental values of the total momentum flux was com-
puted as 1.5%.

Results
In his experimental investigation of two-dimensional parallel

jets, Tanaka@6# found that the spanwise integral of mean momen-
tum, pressure and turbulence fluctuations was constant for all
streamwise locationsx/d. To derive an appropriate integral rela-

Fig. 2 Representative computational grid „299Ã400… with con-
tours of velocity magnitude superimposed for the SÕdÄ9 con-
figuration at Re Ä50,000. For purposes of clarity, every fourth
grid line is plotted in each direction.
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tion that may be applied to our numerical results, we first write the
streamwise ~x-direction! component of the incompressible,
Reynolds-averaged Navier-Stokes equations, employing the
Boussinesq approximation for the turbulent stresses, in dimen-
sionless form as:
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Integrating Eq.~5! over a control volume that defines the compu-
tational domain results in the integral constraint:
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for high Reynolds number flows evaluated along planes of con-
stantx/d. We note that the computational and experimental do-
mains extend sufficiently far in the lateral directions so that the
entrainment is perpendicular to the boundaries aty/d5630 ~i.e.,
U'0).

To validate the numerical work, in Fig. 3 we present a compari-
son of numerical and experimental results for the integral~evalu-
ated across the domain, for constantx/d) of the time-averaged
streamwise momentum flux,*(UU1u8u8)dy, at jet spacing
S/d55. We note that the measured inlet turbulence intensity was
1% which was used to specify the value of the turbulence kinetic
energy at the inlet for the numerical calculations using Eq.~1!.
The dissipation rate was then specified using Eq.~2!. The Rey-
nolds number for both the experimental and numerical work was
3600. For the numerical results, the Reynolds stress term was
computed using the Boussinesq approximation,u8u852/3k
2(2/Ret)(]U/]x). Relative to the experimentally determined val-
ues the numerical results under predict by approximately 1.5% the
integral of the mean velocity squared, and over predict by ap-
proximately 1% the integral of the total momentum flux.~Note
that the difference between the two sets of data represents the
contributions due to the integral of theu8u8 stress term.! We may
also compare the results for the mean momentum flux with ex-

perimental results presented in Ref.@11#. One may extrapolate
between the results in Ref.@11# for jet spacings of 4.25 and 7.5
~measured at the combine point! to estimate a mean momentum
flux of approximately 0.80. This is slightly below the nearly con-
stant value~approximately 0.84! revealed in Fig. 3 in the region
well downstream of the merge point~located atx/d56.02). How-
ever, no information concerning the inlet turbulence quantities
was presented in Ref.@11#. As will be shown at a later point, the
integral constants are dependent on the inlet boundary conditions
on k and «; consequently closer comparison with the results in
Ref. @11# are not warranted. Based on the above results, we con-
clude that thek2« model performs reasonably well in predicting
the integral of the momentum flux in the region downstream of
the merge point. Since the flow direction cannot be determined
based on hot-wire results, no experimental data is available near
or upstream of the merge point.

The remainder of the results to be presented represent numeri-

Fig. 4 Numerical results of term-by-term evaluation of integral
equation, Eq. „6…. „a… SÕdÄ9 configuration. „b… Single jet con-
figuration.

Fig. 3 Comparison between numerical and experimental re-
sults for the time-averaged streamwise momentum flux, UU
¿u 8u 8, integrated over planes of constant x Õd at SÕdÄ5 „ex-
perimental data represented by symbols …
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cal solutions. For these cases, the inlet turbulence intensity was,
unless otherwise specified, fixed at 5% from which the turbulence
kinetic energy and dissipation rate were then derived using Eqs.
~1! and ~2!. The Reynolds number was set to 50,000. These val-
ues, larger than available from the experiments, were used to bet-
ter model higher Reynolds number flows typical of industrial ap-
plications. ~However, as previously mentioned, merge point
locations are not strongly dependent on the Reynolds number.!
Based on these conditions, the results for each individual term
within Eq. ~6! have been plotted in Fig. 4~a! for jet spacingS/d
59. The sum of these terms, representing the integral constant of
Eq. ~6!, is also shown in the figure. The dominant terms in the
balance over the converging region are those representing the
mean momentum and the pressure, with contributions from the
normal Reynolds stress term, computed as (2/3k2(2/Ret)
3(]U/]x)), of lesser significance. Downstream of the combine
point each of the terms become nearly constant with* pdy
'2(2/3)* kdy as dictated by a higher-order boundary layer ap-
proximation applied to a single jet. Results for the spacingsS/d
53, 5, and 7 are qualitatively similar to theS/d59 results, hence
for purposes of brevity are not shown. The integral constants for
jet spacingsS/d53, 5, 7, 9, and 11 were found to decrease, and
were computed as 0.828, 0.776, 0.747, 0.721, and 0.701, respec-
tively. ~Note that the sensitivity of the solutions, in terms of grid
resolution, is discussed at a later point.! These results may be
compared with single jet results shown in Fig. 4~b!, for which the
integral constant was computed as 0.933. We also note that the
streamwise locations of the merge points were computed asx/d
52.97, 5.30, 7.42, 9.26 and 10.93 for jet spacingsS/d53, 5, 7, 9
and 11, respectively.

Calculations were also performed to assess the sensitivity of the
solutions to the inlet boundary conditions onk and «. These re-
sults, in terms of integral constants and merge point locations, are
shown in Fig. 5 for the dual jetS/d59 case with four different
combinations ofk and«. The dissipation rate inlet boundary con-
ditions are presented according to Eq.~4! with the value of the
constant C adjusted to provide varying levels of«. In particular,
the proportionality constant for the cases (k,«) defined by
~0.00375,0.00054! and ~0.015,0.00431! is equal, and given as
2.347. As indicated in Fig. 5, the results for these two cases,
expressed in terms of the momentum flux, are very similar down-
stream of the merge point, which occurs nearx/d59. We also

present in Table 1 the computed values of the integral constants as
a function of inletk and «. The corresponding value of the inlet
turbulent viscosity ratio is also given. The results reveal that the
integral constant~see Eq.~6!! for these two cases is, to within two
decimal places, equal. Two additional cases are also shown on the
figure. In one case the dissipation rate was increased by a factor of
four, from 0.00054 to 0.00216, withk held constant at 0.00375.
This resulted in an increase in momentum flux downstream of the
merge point, along with an increase in the integral constant from
0.72 to 0.74. Conversely, when the dissipation rate was held con-
stant at 0.00054 and the turbulence kinetic energy was increased
by a factor of four, from 0.00375 to 0.015, the momentum flux
downstream of the merge point, relative to the other cases, de-
creased. Consistent with that result, the integral constant de-
creased to 0.69. The inlet turbulence viscosity ratios are also
shown in Table 1. As expected, an increase in the viscosity ratio is
accompanied by a decrease in the streamwise distance to the
merge point and a decrease in the integral constant.

These results can be explained in terms of entrainment rates and
associated pressures between the jets in the converging region.
For instance, a relative increase in the turbulence kinetic energy of
the jets~with « held constant! is associated with an increase in
entrainment rates, which, in turn, decreases the distance to the
merge point, and decreases the pressure along the wall between
the jets. Since the value of the integral constant atx/d50 ~along
the wall! is dictated primarily by the pressure and mean momen-
tum terms, the value of the integral constant is thus decreased for
increased rates of entrainment associated with the increase in tur-
bulence kinetic energy of the inlet jets. Of course, the converse is
true for an increase in the inlet dissipation rate~with k held con-
stant!. We also note that this demonstrated sensitivity of the merge
point location to inlet flow conditions, which is on the order of

Fig. 6 Sensitivity of the numerical solutions to grid resolution
and the size of the computational domain for spacing SÕdÄ9

Fig. 5 Sensitivity of streamwise momentum flux to variations
in the jet inlet turbulence kinetic energy and dissipation rate
boundary conditions

Table 1 Value of integral constant and merge point as a func-
tion of inlet k and « boundary conditions for the SÕdÄ9 case

k « n t /n constant merge point

0.00375 0.00216 29 0.743 9.60
0.00375 0.00054 117 0.721 9.25
0.015 0.00431 235 0.717 9.00
0.015 0.00054 1875 0.692 8.60
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10%, may account for some of the differences in experimentally
measured merge point locations~c.f., a summary of published
experimental results tabulated in Ref.@10#.!

Finally, the sensitivity of the numerical solutions to grid reso-
lution, and to the size of the computational domain, is examined
for the dual jet case defined byS/d59. Results are shown in Fig.
6 in terms of the integrated momentum flux for grid resolutions
consisting of 1493200, 2293300, 2993400, 2993600, and 399
3600 grid points in the spanwise and streamwise directions, re-
spectively. The results indicate that a grid converged solution has
been achieved on the 2993400 grid. Also shown in the figure are
results for a~larger! domain that extends over the range260
<y/d<60, 0<x/d<160 which was computed on a 2293300
grid. Here, the clustering parameters were set such that the grid
spacings in the near wall and jet regions were nearly the same as
those on the smaller domain discretized using 2293300 grid
points. ~This was done to ensure nearly equal grid resolution in
the regions of high gradients, and thus minimize differences in the
solution due to truncation errors.! The results reveal essentially no
difference between the solutions for the two domains, indicating
that the domain bounded by230<y/d<30 and 0<x/d<80 is
sufficiently large. We also note that the integral constants, to three
decimals, were computed as 0.721, 0.722, and 0.722, using grid
resolutions of 2993400, 2993600, 3993600, respectively. Con-
sequently, in terms of truncation error the results of the integral
constant on the 2993400 grid are accurate to within60.001.

Summary
The results presented herein indicate that a two-equationk2«

model is able to predict quite well experimentally measured inte-
grals of total and mean momentum fluxes downstream of the
merge point for jet spacingS/d55. An integral constraint was
also defined and evaluated numerically for jet spacingsS/d53, 5,
7, 9, and 11, and for different levels of turbulence kinetic energy
and dissipation rate defining the jet inlet boundary conditions.
Consistent with what has been reported in previous experimental
work, the results showed that the integral constant decreases as
the jet spacing increases. In addition, the constant is decreased as
jet entrainment rates are increased as a result of higher levels of
inlet turbulence kinetic energy, or alternatively, as a result of de-

creased levels of dissipation rate. Streamwise distance to the
merge point also decreased as inlet turbulence kinetic energy lev-
els were increased, or as levels in dissipation rate were decreased.
These results were explained in terms of the effect of entrainment
rates and associated pressure distributions in the wall region be-
tween the jets.
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An experimental and theoretical investigation on a cavitating propeller in uniform inflow
is presented. Flow field investigations by advanced imaging techniques are used to extract
quantitative information on the cavity extension. A refined map of the propeller cavitating
behavior is established. Measurements are compared to numerical results obtained using
an inviscid flow boundary element method for the analysis of blade partial sheet cavita-
tion and supercavitation. The effect of the trailing wake vorticity on the prediction of the
cavitation pattern is analyzed via a wake alignment technique.
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Introduction
Visual observations and photographic recordings have been and

are in many practical situations the common means to provide a
‘‘measure’’ of the cavitation pattern. With regard to the research in
the field, various methods are reported in the literature that allow
more accurate estimates of both the extension and volume of the
cavity shape. For instance, Dupont and Avellan@1# and Pereira@2#
report precise measurements of the cavity length and thickness on
isolated two-dimensional and three-dimensional hydrofoils, using
charge coupled devices~CCD’s! and laser light structured into a
plane sheet. Pereira et al.@3# describe a fully three-dimensional
method to measure the volume of the vapor structures as they are
generated by leading edge cavitation. In the case of cavitating
propellers, the pin gauge method is the simplest and most imme-
diate approach, but highly intrusive as the pins also cavitate@4#.
Lehman@5# seems to be the first to present nonintrusive quantita-
tive measurements, using multiple orthographic views to build an
estimate of the cavity volume on a model propeller. Using ste-
reophotography, Sontvedt and Frivold@6# report volume measure-
ments on model and full-scale propeller-hull configurations. They
find large discrepancies, with an inaccuracy ranging from 30% to
100%. Working on model configurations, Ukon and Kurobe@7#
devise a method where the spot of a laser beam scattered by the
cavity surface is detected and used to measure the thickness and
extension of the cavity. Implementing laser beam scanning and
CCD technology, the same group@8# further develop this laser
scattering technique, and perform the mapping of unsteady cavity
surface on propellers behind complete ship models. Kodama et al.
@9#, and later Tanibayashi et al.@10#, extend the principle using
two laser beams, applying it to full scale cavity thickness mea-
surements. Another variant of this double-laser beam approach is
proposed by Stinzing@11#, with application to model scale tests in
nonuniform flow.

In the present work, new developments are introduced into the
observation and quantification of the cavitation pattern and are
applied to a skewed four-blade model propeller in uniform inflow.
Using a novel cavitation analysis approach suitable for field ap-
plications, the area of the leading edge cavitation is accurately
quantified throughout an exhaustive range of working conditions.

A modified Wageningen type model propeller~INSEAN
E779A! was selected for the present research project, for it has
been thoroughly studied in non-cavitating flow conditions with
pressure and noise measurements and state-of-the-art visualization

techniques, such as laser Doppler velocimetry@12# and particle
image velocimetry@13#. The present work extends the existing
database to cavitating flow conditions. In addition, the E779A
geometry is very close to that of many existing twin-screw ship
propellers, thus enhancing the interest of the study. Finally, the
E779A propeller provides a complete and challenging test case for
the validation of numerical codes.

The data collected in the present work covers a large number of
flow conditions. A rich cavitating flow database is being con-
structed, representing a powerful tool to investigate in detail the
range of applicability of new theoretical models and to assess the
accuracy of predictions. As a matter of fact, the validation of
numerical predictions against experimental flow data is generally
not possible, even though the numerical field is very active and
eager for such information@14,15#. The lack of quantitative data,
accurate and covering a useful spectrum of flow conditions,
explains the situation. Moreover, inadequate data formats have
been used that are not suitable for a convenient exchange of
information.

Here, cavitating propeller measurements are used to perform a
thorough assessment of a computational prediction tool that is
valid for sheet cavitation analysis of isolated propellers in uniform
inviscid flows. The theoretical formulation is based on a boundary
integral methodology for the velocity potential, derived from
Morino et al. @16#. The trailing wake vorticity path is accurately
described through a wake alignment technique. The cavitation
model considered here is derived using standard procedures of
boundary element methods@17,18#. The model is based on a non-
linear free cavity length approach and is valid to study leading-
edge attached cavities and supercavitating flow conditions. Both
the wake alignment technique and the cavitation model are inte-
grated into the boundary integral methodology through iterative
procedures.

The paper describes, in a first part, the experimental method-
ologies that are introduced to characterize the cavitation develop-
ment on a rotating propeller. In a second part, an outline of the
numerical approach is given. Finally, the results of the experimen-
tal investigation are used to assess the validity of the numerical
method.

Experimental Analysis

Setup. The experiments are carried out at the Italian Navy
cavitation tunnel facility~C.E.I.M.M.!. The tunnel is a closed wa-
ter circuit with a 0.6 m30.6 m32.6 m square test section. Optical
access to the section is possible through large Perspex windows.
The nozzle contraction ratio is 5.96:1 and the maximum water
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speed is 12 m•s21. The maximum free stream turbulence intensity
in the test section is 2%. The flow uniformity is within 1% for the
axial component and 3% for the vertical one.

The skewed four-blade model propeller has a radiusR5D/2
50.117 m, a pitch-to-diameter ratio of 1.1 and a forward rake
angle of 4.05 deg. The blockage ratio in the test section is about
10%.

In the following sections,J, KQ and KT are the advance, the
torque and the thrust coefficients, respectively.s0 is the cavitation
number related to the reference pressurep0 measured at the pro-
peller axis, andsn is the cavitation number related to the propeller
rotational speedn. The measurements described here have been
performed across an extensive range of working conditions, with
s0 andJ being the control parameters.

The measurement configuration is pictured in Fig. 1. The blade
angular position is adjusted to allow a full view of the blade face.
A CCD camera is dedicated to the measurement of the pattern
area and is oriented at an angle with respect to the test section
window. Looking at an angle through the thick window introduces
strong aberrations, which are almost fully cancelled using a water-
filled glass tank in the form of a wedge, and placed so that the
camera optical axis is normal to the wedge face. The propeller
shaft is equipped with a rotary encoder that supplies an electrical
trigger signal, used to pilot a pulse delay generator, which in turn
controls the phase between the propeller and the image capture
and synchronizes the camera with the illumination system. A
single high intensity flash lamp, with a 10ms light pulse, is used
to observe the cavitation pattern. For every flow condition, 128
images are recorded, simultaneously with the corresponding flow
parameters.

Cavitation Extension Measurement. We introduce a novel
methodology to determine the cavity area, designed to be highly
robust and accurate. The common method of analyzing cavitation
images consists of enhancing the contrast between the cavitation
pattern and the rest of the image. This is usually done by thresh-
olding the image@19#. However, it is well known that this ap-
proach is very sensitive to variations in the illumination. The re-
gion of interest needs also to be easily distinguishable from the
background. In a complex environment such as a rotating propel-
ler, this approach is not reliable enough: tip vortex, scattering of

the blade, fluctuations of the illumination intensity, objects in the
field of view, are among many other causes that make the task
difficult and unreliable, especially if done automatically.

The approach used here, and depicted in Fig. 2, is based on the
cross-correlation between a template image~Fig. 2a!, i.e., the
blade viewed in non-cavitating conditions, and the image being
analyzed~Fig. 2b!. The cross-correlation is a robust tool to make
the comparison between images: a high correlation would indicate
that the template and the image are similar, while a slight differ-
ence would result in a lower correlation coefficient. In order to
localize the transition regions between the cavitating and the non-
cavitating situations, the cross-correlation is performed on small
image regions, represented in Figs. 2a and 2b. Figure 2c shows the
result. The convolution operation is performed across the whole
image to produce a correlation image, see Fig. 2d, where the

Fig. 1 Experimental setup

Fig. 2 Image cross-correlation procedure: „a… template image;
„b… cavitation pattern image; „c… local cross-correlation; „d… cor-
relation image
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differences between the template and the image being analyzed
are clearly identified as cavitation features: cavitating vortices
from the blade tips, contour of the attached cavity.

The correct quantitative evaluation of the cavitation areaAc is
only possible if done in a known coordinate system. The regis-
tered image is a perspective projection of the three-dimensional

blade surface and pattern. A back projection using basic geometric
optics would report this image information into a plan view, and
this would correct for the variable magnification. However, this is
only valid if the system is free of optical aberrations and requires
exact knowledge of the optical parameters and of the blade geom-
etry. In fact, the complex lens system composed of the camera
objective, the prism, the test section window and the water me-
dium, introduces focusing aberrations and optical distortions,
which are the source of nonlinear magnification. The image dis-
tortions can be corrected by calibration procedures. To do so, we
apply here a technique known in the image processing field as the
warping transformation@20#, with a second-order perspective op-
erator to account for the nonlinear effects. Ifxi ( i 51,2) are the
original image coordinates of a point, the warped image coordi-
natesxi8 are then defined by

xi85
ai ,0x11ai ,1x21ai ,21ai ,3x1

21ai ,4x2
21ai ,5x1x2

bi ,0x11bi ,1x21bi ,21bi ,3x1
21bi ,4x2

21bi ,5x1x2

(1)

whereai , j and bi , j are the coefficients of the transform.ai , j and
bi , j are unknowns that are determined by a Nelder-Mead least-
square minimization method, using reference points on the dis-
torted image.

To make this correspondence, a grid is printed on a blade, with
lines drawn spanwise at variousr /R, and radial lines regularly
spaced chordwise, see Fig. 3. Instead of determining one unique
transformation for the whole image, as commonly done, Eq.~1! is
calculated for each polygon defined by the intersection of the two
sets of lines. This approach refines the transformation and avoids
the side-effects inherent to the use of nonlinear polynomials in
regions where calibration points are not available. Three sample
distorted polygons are shown in the top image of Fig. 3 with the
corresponding locally warped image displayed in the picture be-
low. For clarity, we show only four vertices for each polygon.

The warping procedure is applied to the correlation image~Fig.
2d!, followed by standard threshold techniques to track the cavi-
tation pattern, now possible without the drawbacks outlined pre-
viously. Morphological operators may then be used to filter the
main cavitation pattern from undesired features, such as traveling
bubbles. This sequence of operations results in a pattern image
~Fig. 4!, where the cavitation region over the blade is clearly
outlined, measurable and suitable for comparison with the com-
putations described in the next sections. The cavitation areaAc is
expressed in percentage of the blade face areaA0 obtained for
r /R>0.3.

The error that arises from the warping transformation is esti-
mated by comparing the calculated and the actual areas of the
surface polygonal elements on the calibration blade~Fig. 3!. A
mean error of 0.64% is found, which could be improved using a
finer calibration grid.

Theoretical Model
The theoretical hydrodynamic model considered here is based

on a boundary integral formulation for the analysis of incompress-
ible inviscid flows around lifting bodies. Propeller load-induced
vorticity shedding is described by means of a trailing wake align-
ment model, whereas cavity pattern predictions are obtained by
using a nonlinear sheet cavity model that is valid for both partial
and supercavitation. The theoretical formulation is briefly outlined
here. A detailed derivation is given by Salvatore and Testa@21#.

Governing Equations and BEM. Assuming that the unper-
turbed flow is inviscid and irrotational, a scalar potentialw is
introduced to express the propeller-induced perturbation velocity
as v5¹w. In a frame of reference (Oxyz) fixed to the propeller
with the x-axis parallel to the propeller axis and pointing down-
stream, the incoming flow velocity readsvi5vA1V̄3x, where
vA5(v0,0,0) is the axial inflow to the propeller,V̄5(2pn,0,0) is
the angular velocity of the propeller, andx5(x,y,z). The present

Fig. 3 Warping procedure: original „top … and warped „bottom …

images

Fig. 4 Cavitation extension
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derivation is valid for unsteady flow analysis of an isolated pro-
peller in which the inflowv0 is uniform whereas bothv0 and n
may be time-dependent. The velocity field in the propeller frame
of reference isq5vi1¹w. Under incompressible flow assump-
tions, the continuity equation reduces to the Laplace equation
¹2w50.

The pressurep is given by Bernoulli’s theorem that, in the
frame of reference fixed to the propeller, reads

]w

]t
1

1

2
q21

p

r
1gz05

1

2
v l

21
p0

r
, (2)

whereq5iqi , v l5ivi i , g is the gravity acceleration andz0 de-
notes depth.

Flowfield predictions are obtained by solving the Laplace equa-
tion for w with suitable boundary conditions. The potential-flow
domainVP is delimited by the propeller surfaceSB , the trailing
wake surfaceSW and the cavity surfaceSC .

On the cavitation-free portion of the propeller surfaceSWB , the
impermeability condition yieldsq"n50. Recalling q5vi1¹w,
this condition reads

]w

]n
52vi "n on SWB , (3)

wheren is the outward unit normal to the surface.
The trailing wake surfaceSW represents a zero-thickness layer

over which the vorticity generated on the body is shed down-
stream. In the potential field theory,SW denotes a discontinuity
surface for the velocity potential. Applying the mass and momen-
tum conservation laws under non cavitating flow conditions, and
letting D~ ! be the discontinuity across the two sides of the wake
surface, we haveD(]w/]n)50 andDp50. Thus, from the Ber-
noulli equation~2!, Dw is found to be constant as one follows the
wake particles, i.e.

Dw~x,t !5Dw~xTE ,t2t! on SW , (4)

wherexTE is a wake point at the blade trailing edge andt is the
convection time between wake pointsx and xTE . A further con-
dition on w is required in order to assure that no finite pressure
jump may exist at the body trailing edge~Kutta condition!. Fol-
lowing Morino et al.@16#, this is equivalent to imposeDw(xTE)
5wTE

u 2wTE
l , wherewTE

u and wTE
l are evaluated, respectively, at

the body trailing edge suction and pressure sides.
The boundary conditions on the cavity surfaceSC are imposed

assuming that the cavity is a fluid region where the pressure is
constant and equal to the vapor pressurepv . Thus, requiring that
p5pv on SC , and using the Bernoulli equation~2!, it follows

q5F ~nD!2sn22S ]w

]t
1gz0D1vi G1/2

on SC , (5)

where sn5(p02pv)/0.5r0(nD)2 is the cavitation number re-
ferred to the propeller rotational speedn and diameterD. Equation
~5! is used to obtain a Dirichlet-type condition forw on SC in
terms ofsn . Introducing onSC a curvilinear coordinate system
with s andu being the arclengths in the chordwise and spanwise
directions, respectively, and recallingq5vi1¹w, one obtains a
nonlinear condition forw of the type

w~s,u!5w~sCLE ,u!1E
sCLE

s

F S q,
]w

]u
,
]w

]n
,vi Dds̃ on SC ,

(6)

wheresCLE is the cavity leading edge abscissa. A detailed deriva-
tion of Eq. ~6! and the expression of the functionF is given by
Salvatore and Testa@21#.

At the cavity trailing edge, the Dirichlet-type condition given
by Eq.~6! and the Neumann-type condition Eq.~3! should be both
imposed. However, this causes a non-physical discontinuity in
both the velocity and pressure fields. To overcome the singularity,

we create a small transitional region across the cavity trailing edge
and apply a cavity closure condition: the pressure is forced to
smoothly vary frompv to the wetted flow values downstream the
cavity. Inside the transitional region, the quantitysn in Eq. ~5! is
replaced by

sn* 5snH1~j!2~Cp!TDH2~j!2~Cp8!TDH4~j!, (7)

wherej spans between21 and11, andHi(j) are Hermite poly-
nomials. (Cp)TD and (Cp8)

TD denote respectively the pressure co-
efficient and itss-wise derivative at the downstream boundary
~TD! of the transitional region. This pressure-based condition is
closely related to the velocity-based condition proposed by Lem-
onnier and Rowe@22#. However, the present approach does not
require the introduction of any arbitrary parameters, once the ex-
tension of the transitional region is set~10% of the cavity length
in our case!.

An expression of the cavity thicknesshc is obtained with a
non-penetration condition onSC . By combining the constant-
pressure and the non-penetration conditions, it follows thatSC is a
material surface. IfSCB andSCW are the cavitating areas on the
body and on the wake surfaces, respectively, and if¹s is the sur-
face gradient acting on those surfaces, then if follows

]hc

]t
1¹shc•q5xc on SCBøSCW , (8)

wherexc5]w/]n1vi "n on SCB andxc5D(]w/]n) on SCW .
The Laplace equation for the velocity potential is solved by

means of a boundary integral formulation. Assuming that the per-
turbation vanishes at infinity, the third Green identity yields

w~x!5 R
SB1C

S ]w

]n
G2w

]G

]n DdS~y!

2E
SW

Dw
]G

]n
dS~y! xPnP \]nP , (9)

whereSB1C5SWBøSC delimits both the body and the cavity, and
G521/4pix2yi is the unit source.

Equation~9! is solved using a boundary element approach in
the limit as the distance ofx from SB1C tends to zero. The bound-
ary surfaces are divided into hyperboloidal quadrilateral elements,
and the flow quantities are assumed to be constant on each ele-
ment. Equation~9!, in discretized form, is enforced at the element
centroids and is solved with the boundary conditions expressed by
Eqs. ~3! to ~6!. The sourceG and the dipole]G/]n influence
terms are integrated using an analytical approach@16#. Inviscid-
flow hydrodynamic loads are computed after integration of the
pressure onSB from Eq. ~2!. The viscosity contribution to the
propeller torque is estimated using flat plate friction line formulae.

Numerical Solution Procedure. The cavity surfaceSC and
the wake surfaceSW used in Eq.~9! are not known a priori. In
order to limit the computational effort and to avoid numerical
instabilities from the regridding of the cavity surface during the
cavitation model iterative procedure, Eq.~9! is numerically solved
with singularities distributed on the surfaceSCBøSCW rather than
on the cavity edgeSC . This simplification is consistent with the
present sheet cavitation model that is limited to analyze thin
vapor-filled regions attached to body and wake surfaces.

The wake surface may be either prescribed~prescribed wake
approach! or determined as a part of the flowfield solution~free
wake approach!. In the prescribed wake approach,SW is approxi-
mated by a helical surface with a prescribed pitch distribution. At
the trailing edge, the wake surface is assumed to be tangent to the
blade suction side, whereas an average between the hydrodynamic
pitch of the unperturbed inflow and the blade pitch angle is used
downstream the propeller.

In the free wake approach, a physically consistent shape ofSW
is determined upon requirement that the wake points move ac-
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cording to the local velocity field. A boundary integral represen-
tation of the perturbation velocity field¹w is obtained taking the
gradient from both sides of Eq.~9!. Starting with an initial
prescribed-pitch guess forSW , the computed velocity field is used
to update the location of each wake node. OnceSW has been
modified, the potential field is re-computed through Eq.~9!. The
process is repeated until convergence of the aligned wake shape.
Details of this technique are given by Giordani et al.@23#.

In the proposed methodology, the cavitation model and the
wake alignment technique are combined under the assumption
that the trailing wake location is not affected by the cavity-
induced flowfield perturbation@24#. Within this context, the wake
alignment procedure is performed under non-cavitating flow con-
ditions. Once the actual shape of the trailing wake is determined,
an initial guessSCB

(0) for the cavity planform is imposed, Eq.~9! is
solved under cavitating flow conditions, and the cavity thickness
is evaluated by Eq.~8!. The leading edge cavity detachment is
also set, this being supported by experimental observations. The
cavity trailing edge is determined by imposinghc50 at each sur-
face strip in the chordwise direction. If this condition is not veri-

fied within SCB
(0) , it is assumed that the guessed planform is too

small and a cavity planform extrapolation procedure is used.
Hence, an updated cavity planform is obtained and the procedure
is repeated until convergence of the cavity shape and of the po-
tential field.

A representative computational grid on the propeller surface
and on the wake is depicted in Fig. 5. On each blade side,MB
536 andNB518 elements are used in chordwise and spanwise
directions, respectively.MW590 elements are used on each wake
turn in streamwise direction, andNH

tot5252 elements are used on
each hub surface sector. For the sake of clarity, the wake emanat-
ing from only one blade is depicted in Fig. 5~free-wake calcula-
tion result!.

The numerical solution sensitivity to the computational grid
refinement is addressed in Fig. 6. Specifically, the top picture
shows the effect of grid refinement on the calculated propeller
thrust coefficientKT under non cavitating flow conditions atJ
50.71. In particular, numerical results using grids withMB

5@12,18, . . . ,60#, MB /NB5@1,2,3#, MW /NB55, and NH
tot

Fig. 5 Computational grid used for flowfield analysis of the
E779A propeller, and wake surface evaluated by the flow-
alignment technique „MBÄ36, MB ÕNBÄ2, MW ÕNBÄ5, NH

totÄ252…

Fig. 6 Effect of grid refinement on the non cavitating thrust
coefficient K T at JÄ0.71

Fig. 7 Effect of grid refinement on the cavity area fraction
AC ÕA0 at JÄ0.71, snÄ1.515

Fig. 8 Cavity volume histories using different initial guesses
of the cavity extension „JÄ0.71, snÄ1.515…
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5@132, . . .,372# are compared. The following observations are
also applicable to the propeller torque coefficientKQ calculations
~not shown here!.

The ratio between the blade discretization elements in chord-
wise and spanwise directions does affect the rate of convergence.
However, the extrapolated values as the grid refinement parameter
1/(MB3NB) tends to zero are barely influenced by this grid pa-
rameter. Indeed, we find a convergedKT value of 0.246, while the
measured one is 0.255, hence the discrepancy is 3.5% circa. This
error can be seen as global, i.e., the combined result of the uncer-
tainties that originate from the numerical simulation, from the
measurement of the experimental flow parameters, from the pro-
peller actual geometry and from the experimental setup and data
analysis.

The effect of grid refinement on the computed cavity area is
shown in Fig. 7 for cavitating flow conditions (J50.71, sn
51.515). The discretization errors on the cavity area predictions
tend to decrease as 1/(MB3NB) approaches zero.

The results above indicate that discretization errors are reason-
ably small if computational grids havingMB>36 are used. In
particular, all the numerical results presented hereafter have been
obtained using the computational grid depicted in Fig. 5.

The convergence of the iterative procedure used to solve the
nonlinear algorithms~cavitation model and wake alignment, in the
present methodology! is also a fundamental aspect of numerical
scheme verification. With regard to the cavitation model, a repre-
sentative result is provided in Fig. 8, which shows different cavity
volume histories for the caseJ50.71,sn51.515, obtained using
different initial guesses of the cavity planform. Specifically, the
chordwise locationxtec of the cavity trailing edge ranges from 7%
to 74% of the local chord, the leading edge cavity detachment
being preset. As one would expect, the converged value of the
cavity volume is not affected by the choice of the initial guess.

Flow Field Investigations
Analyzing the individual cavitation images across the complete

measurement chart, the E779A model propeller can be described

in terms of distinct cavitation patterns. Figure 9 represents a map
of the cavitating behavior of the propeller, also known as a bucket
diagram, where the main figures of cavitation have been identi-
fied. The propeller presents five main patterns: bubble cavitation/
traveling cavitation, supercavitation, sheet cavitation, leading
edge~LE! and tip vortex cavitation. A curvesn

min(J) is also plotted
to delimit flow conditions characterized bysn,sn

min(J), where
the cavity pattern predictions by the present theoretical model are
not reliable ~we recall that the current cavitation model is not
intended for bubble cavitation!. In such cases, the iterative cavi-
tating flow procedure usually fails to converge.

Two cases of interest are displayed on this figure, with the
associatedCp distributions~both suction and pressure sides! and
pattern image:J50.65, sn50.528; J50.77, sn52.082. These
two cavitating situations are discussed hereafter.

Bubble cavitation is present at low values of the cavitation
numbersn and is coexisting in most of the cases with supercavi-
tation. This situation can be observed on the left photograph taken
at J50.65, sn50.528, at mid-span of the profile, and is fully
consistent with the numerical predictions of the pressure coeffi-
cient Cp using a non-cavitating flow model~this flow case is
beyond the convergence limitsn

min(J)). At r /R50.4, the calcu-
lated Cp on the suction side has a very smooth evolution in the
chordwise direction, which favors the explosion of nuclei into
bubbles. Closer to the blade tip~e.g., atr /R50.8), the presence of
a strong pressure gradient next to the leading edge starts a fully
developed sheet cavitation extending past the trailing edge.

The second case~right part of Fig. 9! corresponds toJ50.77,
sn52.082. Close to the tip~here atr /R50.88), theCp distribu-
tion on the suction side, calculated using the cavitating model,
clearly shows the region atCp52sn and the recompression zone
in the closure of the cavity. TheCp then recovers back to the wet
~non-cavitating! Cp levels, which are also represented to show the
consistency between the non-cavitating and the cavitating calcu-
lations. The attached sheet cavitation observed in these conditions
mixes with the tip vortex structure and, for the highest values of
sn , transforms into the so-called leading edge cavitating vortex.

Fig. 9 E779A model propeller cavitation chart; pressure coefficient distributions on the blade suction and pressure sides
and associated images, at two characteristic conditions: J Ä0.65, snÄ0.528; JÄ0.77, snÄ2.082
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The propeller also presents a form of streak cavitation, moder-
ately present forJ50.65,sn50.528. This pattern is characterized
by two or three vapor streaks detaching at precise locations along
the leading edge. This situation is thought to be caused by surface
irregularities of the model blade geometry~i.e., local roughness!
that, combined with the flatCp distribution, become the place of
early and very localized cavitation spots.

Images of the cavitation pattern for nine selected flow condi-
tions are shown in Fig. 10. These images have been obtained
using the warp procedure described earlier. The cavity areas cal-
culated using both the free wake model~solid line! and the pre-
scribed wake model~dashed line! are also shown for comparison.
The predicted extension of the cavitating area is clearly affected
by the shape of the trailing wake used in the calculations. In
particular, if a correct location of the trailing vorticity is provided
via the wake alignment technique~free wake model!, the numeri-
cal results~solid curves! are in closer agreement with the experi-
ments as compared to those obtained using a prescribed wake
model ~dashed curves!.

A quantitative comparison between the observed and the calcu-
lated cavity extensions is made possible using the area measure-

ment technique described in this work. Results are shown in Fig.
11, where the data referred to five values of the advance coeffi-
cient are shown. The area is expressed as the ratio between the
measured cavitation areaAc and the blade planform areaA0 for
r /R>0.3. The experimental mean values are represented with the
corresponding standard deviation. We recall that the image analy-
sis error was estimated to less than 1%.

The cavitation area fluctuations are in general very small, in the
range of 1% to 3%, except for the cases at the lowest values of the
cavitation numbersn , where the occurrence of bubble cavitation
is the source of important variations of the pattern figure. The
agreement between numerical predictions and experimental data
is generally very good. Some discrepancies are observed whensn
approaches the model convergence limit displayed in Fig. 9, and
when lowJ values are considered~e.g., curves atJ50.65 andJ
50.71). We observe that the numerical simulations tend to sys-
tematically overpredict the measurements, and differences range
from 1%–2% at highsn and highJ, to 10%–15% at lowsn and
low J.

The tendency of the present theoretical model to overpredict the
extension of the cavitating flow region may be due, at least in part,

Fig. 10 Planform view of the cavitating blade and predicted cavitation area at J Ä0.71 „top row …, 0.77 „center … and 0.83
„bottom …: free wake model „solid line …, prescribed wake model „dashed line …
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to both the numerical discretization errors and the inviscid flow
assumptions. For instance, the caseJ50.71,sn51.515 shown in
Fig. 11 reports a discrepancy between the measured and predicted
values of about 26%, half of which are due to discretization er-
rors, as also visible in Fig. 6. With regard to the inviscid flow
assumptions, Salvatore and Esposito@25# show that the inclusion
of viscous flow effects induces a non-negligible reduction of both
the cavity extension and thickness as compared to inviscid flow
calculations.

The propeller thrust and torque coefficients for three values of
the advance coefficient are shown in Figs. 12 and 13. A common
feature is that bothKT andKQ increase as the cavitation number is
increased. At lowsn , this trend is more evident and is associated
with the presence of extensive cavitation on the blades. Numerical
calculations are also given for comparison. A satisfactory agree-
ment between numerical predictions and measurements is ob-

tained, except for flow conditions at lowsn where bothKT and
KQ calculations are biased by the convergence limit and by the
overestimation of the cavitation pattern.

Concluding Remarks
An experimental investigation on a cavitating propeller in a

uniform inflow has been presented. The cavitation figures have
been analyzed through novel, accurate and robust analysis meth-
ods. A complete map of the propeller hydrodynamic characteris-
tics has been established and the cavitating behavior quantified in
terms of cavitation extension.

We used the measurements to assess an inviscid flow boundary
element method for the analysis of blade partial sheet and super-
cavitation. The methodology included a refined evaluation of
the trailing wake vorticity path by means of a wake alignment
technique.

Comparison with the experimental measurements showed that
the present theoretical methodology was able to accurately predict
the sheet cavitation area across a wide range of advance ratios and
of cavitation number values. The importance of having a good
description of the trailing wake vorticity has been highlighted and
the range of applicability of the present prediction model clearly
identified.

The present work constitutes the first phase of a joint experi-
mental and theoretical research project. Phase two of the project
extends the current results to the hydrodynamic/hydroacoustic
analysis of propellers in non-uniform inflow conditions. Experi-
mental effort is also ongoing to extend the cavity area measure-
ment principle to the volume measurement. From a theoretical
viewpoint, the inclusion of viscous flow modeling and the analysis
of tip-vortex cavitation are being addressed.

A database accessible to the public~http://crm.insean.it/E779A!
is being regularly updated with the latest results and develop-
ments, complementing the already existing propeller geometry,
pressure, noise, PIV, and LDV data.
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Fig. 11 Effect of parameters J and sn on the cavity area A c.
Comparison between measurements and numerical results
„free wake model ….

Fig. 12 Effect of cavitation number sn on the propeller thrust
coefficient

Fig. 13 Effect of cavitation number sn on the propeller torque
coefficient
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Nomenclature

n 5 Boundary surface outward unit normal
q 5 Total velocity:q5vi1¹w
v 5 Perturbation velocity
vi 5 Inflow velocity

SB 5 Body surface
SCB 5 Cavitating area on body surface
SCW 5 Cavitating area on wake surface
SC 5 Cavity surface

SWB 5 Non-cavitating body surface
SW 5 Trailing wake surface
VP 5 Potential flow domain
A0 5 Blade face area forr /R>0.3
Ac 5 Cavity area
Cp 5 Pressure coefficient, (p2p0)/0.5r(nD)2

D 5 Propeller diameter, 2R
hc 5 Cavity thickness
J 5 Advance coefficient,v0 /nD

KQ 5 Torque coefficient,Q/rn2D5

KT 5 Thrust coefficient,T/rn2D4

MB 5 Chordwise number of blade face elements
MW 5 Streamwise number of wake-turn elements

n 5 Propeller angular velocity~rps!, normal
NB 5 Spanwise number of blade face elements
NH

tot 5 Number of hub sector elements
p 5 Pressure

p0 5 Pressure at propeller axis
pv 5 Vapor pressure
Q 5 Torque
R 5 Propeller radius
s 5 Surface arclength in chordwise direction
T 5 Thrust
u 5 Surface arclength in spanwise direction

v0 5 Upstream axial inflow velocity
Vc 5 Cavity volume
r 5 Fluid density

s0 5 Cavitation number referred tov0 , (p02pv)/0.5rv0
2

sn 5 Cavitation number referred ton,
(p02pv)/0.5r(nD)2

w 5 Perturbation velocity potential
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An Experimental Study on the
Influence of Flow Maldistribution
on the Pressure Drop Across a
Plate Heat Exchanger
A detailed experimental study on flow maldistribution from port to channel of a plate heat
exchanger is presented. In general, flow maldistribution brings about an increase in
pressure drop across the heat exchanger. This increase is found to depend on flow rate,
number of channels and port size. Experiments show that analytical predictions of pres-
sure drop including maldistribution effect are quite accurate for practical purposes. The
results indicate that under identical conditions, maldistribution is more severe in Z-type
plate heat exchanger compared to U type. Experiments are also carried out under non-
isothermal realistic operating conditions, which show increased flow maldistribution at
elevated temperature. Finally predictions are made for industrial plate heat exchangers,
which show the limitation of adding additional plates beyond a certain limit. An insight to
the physical aspects of maldistribution and its possible reduction through proper design
strategy is also indicated.@DOI: 10.1115/1.1779664#

Introduction
In recent years there has been an increasing usage of Plate Heat

Exchangers~PHE! in industries around the world. PHEs were
originally invented for hygienic industries such as brewery, dairy
and food processing due to its ease of cleaning and maintenance.
Later on they have been found to possess other advantages such as
compactness, ability to recover heat with very small temperature
difference, flexibility, lesser tendency to fouling and less suscep-
tibility to flow induced vibration. Also, the advancement of mate-
rial technology brought about new temperature and pressure resis-
tant materials for gasket, which enhanced the temperature and
pressure range of its application. This has made it possible to use
these heat exchangers in power and chemical process industry. In
a plate heat exchanger corrugated channels are used to enhance
heat transfer by promoting turbulence. However this also brings
about higher-pressure drop. Hence the trade off between heat
transfer and pressure drop is a major concern in a plate heat ex-
changer making the accurate prediction of overall pressure drop
across the apparatus a task of prime importance.

In plate heat exchangers the pressure drop as well as thermal
performance depends critically on distribution of fluid. Flow
maldistribution can increase pressure drop and deteriorate thermal
performance significantly nullifying its prime advantage. A good
review of the work devoted to the problem associated with mald-
istribution has been compiled by Mueller and Chiou@1#. They
explained that flow maldistribution can be induced by heat ex-
changer geometry, operating conditions~such as viscosity or
density-induced maldistribution!, multiphase flow, fouling phe-
nomena, etc. Geometry-induced flow maldistribution can be clas-
sified into gross flow maldistribution, passage-to-passage flow
maldistribution and manifold-induced flow maldistribution. The
flow arrangement in plate heat exchangers can be mainly classi-
fied into two categories, U-type and Z-type configurations as

shown in Fig. 1. For PHE, the ports acting as manifolds induce
maldistribution of flow into the channels which is dependent on
flow configuration~U or Z type! and pass arrangement. The ana-
lytical model for flow distribution in manifolds had been de-
scribed and presented as closed form equations using the general
flow channelling and unification concept by Bajura and Jones
@2,3#. Their result was used in developing the flow distribution
model for PHE by Bassiouny and Martin@4,5#. Analytical flow
distribution and pressure drop models have been developed by
them under the assumption of variable flow rates in channels. The
model was compared to experiments with simple tubular mani-
folds and tubular channels but not validated with flow through a
real plate heat exchangers. Using numerical technique Datta and
Majumdar @6# analyzed the effect of flow maldistribution of the
fluid inside the channels of a single pass PHE. The influence of
flow maldistribution on heat transfer equipment performance was
clearly mentioned by Kitto and Robertson@7#. With different plate
channel groups, Huang@8# stated that HTRI has developed an
equation to predict port pressure distributions and channel flow
rate distributions in a single pass plate heat exchanger based on its
port maldistribution data. However, due to commercial interest
they gave no indication about those data. Guidelines were pre-
sented by them to minimize port flow maldistribution. Muley and
Manglik @9# has presented experimental investigation of isother-
mal friction factor and heat transfer data for chevron plates with
angle of 60 deg but they didn’t considered flow maldistribution
from port to channels. Rao et al.@10# presented an analytical
model for thermal response of single pass PHE incorporating the
flow maldistribution model of Bassiouny and Martin@4,5#.

Thus, majority of the investigators have reported results with
uniform flow distribution from port to channels neglecting flow
maldistribution in a plate heat exchanger, which limits its perfor-
mance. The few studies available on flow maldistribution are the-
oretical in nature validated by only simple configurations such as
manifold to tube channelling. In literature no experimental studies
have been reported considering the influence of port to the chan-
nel flow distribution on the hydraulic performance of a real plate
heat exchanger with respect to total pressure drop. The present
experimental study brings out a clear picture about how the pres-
sure drop is affected by maldistribution in a PHE and identifies the
parameters affecting this distribution. The emphasis of the study is
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the application of simplified flow channeling theory to the engi-
neering of PHEs for practical applications. This brings out the
main physical features of a maldistributed flow and the design
strategy to deal with it.

Experimental Setup and Procedure
A schematic of the closed loop experimental set-up layout is

shown in Fig. 2. The test plate heat exchanger consists of 40
corrugated stainless steel plates. Geometrical features of these
chevron plates are given below. The details of the plate are shown
in Fig. 3 and its dimensions are tabulated in Table 1.

The working fluid used for the test is demineralized water
stored in a tank. It has been pumped with the help of circulating
pump of 3 HP rating and flow rates are controlled by the control
valve. Using flow meter, the flow rates are measured. The pressure
taps are located near inlet and exit of PHE as shown in Fig. 2.
Both U and Z type flow arrangement can be measured with the
same setting by using stop valves and. Closure of valve~10!
makes it operate as a U type PHE while closure of valve~9!
makes it a Z-type PHE. For this purpose, the end plate used in the
heat exchanger must be a special plate with only one out of four
ports are open. The pressure drop data have been measured with
help of U tube type differential mercury manometer and cross-
checked by digital manometer. To investigate the effect of port
dimension a mandrel was inserted inside the port in few experi-
mental cases to reduce the effective port diameter. The mandrel
dimension was so chosen that the effective port diameter reduce
from 70 mm to 35 mm as shown in Fig. 4. In order to evaluate
hysterysis effects, the experiments were conducted with both in-

creasing and decreasing flow rates and the mean of the two read-
ings were taken. The flow rate was measured by an ASME stan-
dard orifice meter with a differential mercury manometer
connected across. The orifice was calibrated and an average Cd
was measured to be 0.5942. The port inlet velocity, Wo is calcu-
lated from this flow rate. In order to evaluate the hydraulic param-
eters under non-isothermal condition under which a real PHE op-
erates a thermal test loop as shown in Fig. 2 was built. The
working fluid has been pumped with the help of circulating pump
of 3 HP rating and flow rates are controlled by the control valve.
Using orifice flow meter, for both hot and cold fluids the flow
rates are measured. The pressure taps are located near inlet and
exit of PHE as shown in Fig. 5. Both hot and cold fluids have been
pumped through the plate heat exchanger. Cold process fluid is
pumped out of the cooling tower well into the plate heat ex-
changer where heat is transferred from the hot fluid to the cold
fluid. The cold fluid then enters a cooling tower where it is cooled
to feed back to the plate heat exchanger. The hot fluid is also
pumped with the help of a 3 HP pumpinto the plate heat ex-
changer where it transfers heat to the cold fluid prior to flowing
back into the feed water heating storage tank. Data were obtained
by holding the process fluid flow rate constant with constant
amount of heat input from the submerged heating element with
maximum capacity of 42 kW. The temperature limits were deter-
mined by the limitations of the cooling tower outlet water maxi-
mum temperature. The flow rate limits were determined by the
maximum allowable heat transfer to the cooling tower, and by the
system’s ability to achieve steady state within a reasonable time.

The experiments were conducted with both increasing and de-
creasing flow rates and the mean of the two readings were taken.
The four T-type thermocouples used to measure the temperature
of both hot and cold fluid in the present study were calibrated over
the range of interest, using a precision thermometer and a constant
temperature bath.

Data Reduction and Error Estimates
All the experimental data were obtained under steady state con-

ditions and the range of operating flow rates were taken to have
Reynolds number from 700 to 7000 for both U and Z type PHE.
For evaluating the friction factor, the experimental data for a
single channel pressure drop has been obtained. Figure 6 shows
this general behavior of the hydraulic resistance in a channel with
increasing Reynolds number. The correlation between friction fac-
tor and Reynolds number has been found to be

f521.41 Re20.301 for 1000,Re,7000 (1)

It must be mentioned here that the Reynolds number for PHE is
defined on the basis of twice the plate spacing b, as

Re5
Uc~2b!

n

Usually in PHE, the transition from laminar to turbulent flow
takes place between Re values of 400 to 500. Hence the range of
Re chosen is in the turbulent regime.

This flow friction data was used in the following channel pres-
sure drop equation to obtain the channel friction coefficient,zc ,

zc5
2~DP!ch

rUc
2

(2)

wherezc5fl /de1other minor losses including turning
The non-dimensional pressure drop can be written as

Dp* 5
P2P*

rWo
2

where, Wo5velocity of flow in the port at the entry
The pressure drop measured with the help of the U tube differ-

ential mercury manometer across the PHE has been non-

Fig. 1 Flow arrangement for U and Z type Plate Heat Exchang-
ers
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dimensionalized and this value is compared with the theoretical
pressure drop. A wide range of experiments was carried out for U
and Z type plate heat exchanger with different combinations of
fluid ~water! flow rate ranging from 0.13 to 3.6 liters/s.

The uncertainty of the pressure drop measurement was found to
be 4.5%~maximum! for mercury manometer used across the ori-
fice flow meter. The uncertainty of measurement of orifice diam-
eter was 3%. From the calibration curve of discharge coefficient
of the orifice was found to be 2%. From these parameters, the
following procedure outlined by Moffat@11# the uncertainty in the
flow measurement was calculated to be 3.1%. Also pressure drop
across the PHE is required to be measured. The uncertainty in the
measurement of pressure drop across the PHE was found to be
4.5% maximum. The uncertainty in temperature measurement
was within 60.21°C, which is 4% of the minimum temperature
difference.

Pressure Drop and Maldistribution Parameters in PHE
The pressure profiles in both the intake and exhaust conduits of

the plate heat exchangers are due to momentum change as a result
of flow branching to the channels, while the effect of friction
losses in the port are considered to be negligibly small. In a
Z-type plate heat exchanger, the flow enters one side of the bottom
and leaves other side of the top as shown in Fig. 1. In case of U
type plate heat exchanger, both entry and exit of fluid will be on
same side.

To calculate the total pressure drop of a plate heat exchanger
and flow distribution from port to channel, equations have been
developed by Bassoiuny and Martin@4,5# for U and Z-type flow
arrangement considering momentum balance on elemental fluid
volume inside inlet and exit port. The continuity and momentum
equations are applied to the conduit sections for both dividing and
combining flow conduits. The final form of these equations can be
written for negligible port friction as

For U-type

Fig. 2 Schematic view of experimental test facility

Fig. 3 Geometrical attributes of the chevron plate
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d~p2p* !

dz
1F ~22b* !S A

A* D 2

2~22w!G dw

dz
50 (3)

For Z-type

d~p2p* !

dz
2F ~22b* !S A

A* D 2

2~22w!G dw

dz
50 (4)

p2p* 5
1

2 S A

Acn
D 2S dw

dzD 2

(5)

From equation~3! and~4!, we can obtain two ordinary differential
equations for the velocity in the intake conduit.

For U-type

d2~w!

dz2
2m2~w!50 (6)

For Z-type

d2~12w!

dz2
2m2~12w!5« (7)

and

dw

dz
50 (8)

where

m25H F S 22b*

22b D S A

A* D G2

21J «

and

«5
22b

zcS A

Acn
D 2

where

w5
W

Wo
, b5

Wc

W

Table 1 Geometric characteristics of a plate

S. No Particulars Dimensions

1 Port diameter, Dp 70 mm
2 Equivalent diameter of the channel, de 5.8 mm
3 The vertical distance between ports, Lp 600 mm
4 Plate width~gasket to gasket!, w 215 mm
5 Chevron angle,b 60 deg
6 Corrugation pitch,d 14 mm
7 Amplitude of corrugation, b 2.9 mm
8 The plate material SS
9 The gasket material Nitrile Rubber

Fig. 4 Schematic view of the mandrel

Fig. 5 A schematic view of the thermal test circuit of the PHE
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For identical inlet and exit portb'0 andb*'1
Giving

m25S nAc

A D 2 1

zc
(9)

Herezc is the total frictional resistance of the channel defined by
Eq. ~2!. In these equations m2 is the parameter which is a measure
of flow maldistribution. The value of m2 approaches zero when
flow is uniformly distributed amongst channels. More the flow
maldistribution, the larger the value of m2. The theoretical values
of m2 for the present PHE is shown in Table 2.

Applying the boundary conditions one obtains the following
final equation for port to channel flow distribution as given by
Bassiouny and Martin@4,5#

U-type

uc5S A

nAc
Dm

coshm~12z!

sinhm
(10a)

Z-type

uc5S A

nAc
Dm

coshmz

sinhm
(10b)

The total dimensionless pressure drop of the Plate Heat Exchanger
is

U-type

p02p0* 5S m2

tanh2 m
D S A

nAc
D 2 zc

2
(11a)

Z-type

p02p0* 5F S m2

tanh2 m
D 1«S 11

«

m2D ~12sechm!2

tanh2m
G

3S A

nAc
D 2 zc

2
rWo

2 (11b)

Using Eqs.~1! and~2! zc has been calculated and the value of the
maldistribution parameter, m2 has been computed from Eq.~9!.
These values have been incorporated in Eq.~11! to calculate the
theoretical non-dimensional pressure drop across the plate heat
exchanger.

Results and Discussion
A number of experiments were conducted for the range of Rey-

nolds number from 700 to 7000 for U and Z-type flow arrange-
ment. The main operating parameters are the flow rate, number of
channels, port size and flow configuration~U and Z type!. The
port size has been changed with the help of the mandrel. The
mandrel has been inserted into actual port to reduce the cross
section to one forth. This helps to create the flow maldistribution
from port to channel while varying the ratio of the channel cross
section to port cross section area and thus increase the value of m2

by a factor of 16.
In Figs. 7 and 8 the comparison of experimental values of non-

dimensional pressure drop with the theoretical data for different
channels of U and Z-type PHE is presented. The number of chan-
nels taken is 10, 15 and 18 for Z type and 10 and 15 for U-type.
The lines indicate the theoretical prediction. Both the theoretical
and experimental data are found to be in good agreement. The

Fig. 6 Flow friction characteristics of a single channel

Table 2 The parameter m 2 for the flow distribution in test PHE

Re N510 N533 N5100 N5400

500 0.0078 0.0852 0.7825 12.520
1000 0.0096 0.1050 0.9640 15.425
2000 0.0118 0.1293 1.1878 19.000
3000 0.0134 0.1461 1.3419 21.470
5000 0.1560 0.1704 1.5649 25.039

10000 0.1920 0.2099 1.9280 30.848
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deviation of the experimental data from theoretical predictions is
within 10% as can be seen from the parity plot given in Fig. 9.
From these plots~Figs. 7 and 8! it can be observed that the non-
dimensional pressure drop decreases with increasing channel Rey-
nolds number because the non-dimensionalizing velocity, Wo it
self increases for a fixed number of channels. Obviously for a

given number of channels the total dimensional pressure drop in-
creases with channel flow rate as shown in Fig. 11. Figure 10
shows the variation of the flow maldistribution parameter, m2 with
Reynolds number for 10 and 15 channel Z-type PHE of different
effective port sizes of 70 mm and 35 mm. This gives an idea of
how the flow maldistribution parameter changes with the change

Fig. 7 Comparison of experimental pressure drop with theoretical prediction for a Z-type PHE

Fig. 8 Comparison of experimental pressure drop with theoretical prediction for a U-type PHE
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of the port sizes. At normal values of port size, the m2 value does
not change with the flow rates appreciably and the values are
close to zero indicating a good flow distribution. But when the
effective port diameter is reduced to half its normal value, it
changes considerably with the flow rate. At higher flow rates, it
changes rapidly with change of flow rate. These values of mald-
istribution parameters bring out the dimensional pressure drop in
the heat exchanger depicted in Fig. 11. It can be seen that as the
port size decreases, the pressure drop increases due to maldistri-
bution. The increase in pressure drop is more for larger number of
channels because maldistribution is a strong function of number
of channels. Figure 12 show this effect of port diameter on the
distribution of channel velocities~and hence channel flow distri-
bution! for Z-type PHE which follows from the increase in pres-
sure drop. The flow distribution is uniform at actual port diameter

of 70 mm over the entire flow rate range but when port sizes
reduces, flow maldistribution is created which is higher at higher
flow rates. These results indicate that the flow from the first chan-
nel to last channel varies form lower to higher value in case of
Z-type PHE. Figure 13 predicts the effect of flow and change of
port size on maldistribution parameter, m2 for U-type PHE and
Fig. 14 channel velocity for the same. In case of U-type PHE the
flow varies from higher to lower value from the first to the last
channel. Here also, the role of port size and flow velocity is found
to be crucial. Figure 15 shows that the comparison of m2 for U
and Z-type PHE for the same conditions of port sizes and flow
rates. It clearly indicates that the flow maldistribution is more
severe in case of Z-type than U-type PHE for smaller port sizes.
Figure 16 shows the prediction of flow distribution when higher
number of channels is considered as in the case of practical ap-
plications~from 100 to 400 channels! with the present plates. This
will be the case in typical industrial heat exchangers. For the
range of 100 channels, the m2 will be of smaller value if the port
diameter is kept 70 mm but in case of higher number of channels
~400! its value is much higher even with such large port diameter.

It can be seen from Fig. 16 that for 100 channels PHE the
maximum channel velocity can be 50% higher than mean velocity.
For 200, 300 and 400 plates this maximum values can be as high
as 2.5, 3.5 and 5 times the mean value respectively. On the other
hand the plates at remote end of this U type heat exchanger may
hardly receive any flow. With 400 plates more than last 100 plates
receive almost no flow. This gives an idea about how addition of
plates instead of increasing the plate heat exchanger performance
can only add to the flow maldistribution resulting in higher pres-
sure drop and lower heat transfer. The point to be noted here is the
fact that this severe flow maldistribution has been achieved with-
even 70 mm of port diameter which with 15 and 18 channels gave
no flow maldistribution at all. Figure 17 shows the prediction of
m2 values at different higher number of channels for the same
range of 100 to 400 plates. It is clearly evident that when number
of channels are higher and port sizes are reduced, the m2 values
increases substantially so that the flow distribution will be even
worse. The maldistribution parameter for different port sizes with

Fig. 9 Parity plot between theoretical and experimental pres-
sure drop in PHE

Fig. 10 Variation of m 2 with port size and number of channels for Z-type PHE
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increase of number of channels is also presented in Fig. 17. It can
be seen that the parameter increases exponentially with number of
channels at smaller port diameters. Hence the flow maldistribu-
tions in the channel with small port diameters are likely to be even
more severe than the one given in Fig. 16.

All the above discussions pertain to the flow distribution inside
the plate heat exchanger under isothermal conditions. In reality
both hot and cold fluid flow inside the heat exchanger under non-
isothermal conditions. To account for this realistic condition, ex-
periments are carried out while the heat transfer is taking place

Fig. 11 Variation of total pressure drop with port size and number of channels for Z-type PHE

Fig. 12 Flow distribution to the channels for maximum and minimum flow rates for a 15 channel
Z-type PHE
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between hot and cold fluids using the thermal circuit is shown in
Fig. 5. The typical results of these non-isothermal hydraulic ex-
periments are plotted in Fig. 18. This figure clearly indicates that
thermal conditions affect the pressure drop in heat exchanger con-
siderably. It is interesting to note that while the isothermal experi-
ments brings out the least pressure drop, the pressure drop in-
creases with the increase of mean temperature giving the highest
pressure drop for the hot fluid side. This can be explained by the
fact that the increase in temperature of the fluid decreases the
viscosity which in turn increases the Reynolds number and de-

creases friction coefficient. As decrease of the friction coefficient
increases the maldistribution parameter m2 ~Eq. ~9!!, the maldis-
tribution increases and as a result pressure drop also increases.
This feature further emphasizes the importance of the present
work indicating on even higher level of maldistribution at el-
evated temperature.

The above results clearly indicate the effect of flow maldistri-
bution on hydraulic performance of PHE. The main cause of port
to channel flow maldistribution in PHE is in difference in pres-

Fig. 13 Variation of m 2 with port size and number of channels for U-type PHE

Fig. 14 Flow distribution to the channels for maximum and minimum flow rates for a 15
channel U-type PHE
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sure profile of inlet and outlet port of the PHE. It is well known
that while the pressure in the combining port~exit port! drops
sharply in the flow direction that in the dividing port~inlet port!
increases at a rate depending on port friction. In case of plate heat
exchangers since the resistance to flow within the corrugated

channel is much higher, the influence of the port pressure drop due
to friction is not significant. However insertion of the mandrel
brings out an increase in the port pressure drop which is the rea-
son for getting higher values of measured pressure drop compared
to prediction~Fig. 7 and Fig. 8!. This port pressure distribution

Fig. 15 Comparison of m 2 values for U and Z-type PHE

Fig. 16 Flow distribution prediction for an industrial PHE with large number of plates
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and consequently the flow maldistribution depend largely on the
port cross-sectional area available for the fluid relative to the
channel cross-sectional area. From practical design aspect this es-
sentially means that larger the port area less is the flow maldistri-
bution. Therefore, it is suggested that the largest acceptable port

diameter be used for a given plate area. However this is limited by
manufacturing considerations as well as consideration of loss of
heat transfer area due to increase in port size. The results also
indicate that the pressure drop during an non-isothermal actual
operation of PHE is also affected by the viscosity clearly indicat-

Fig. 17 m 2 values for an industrial PHE with different port sizes

Fig. 18 The comparison of pressure drops under isothermal and non-isothermal conditions
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ing that this is not due to a simple property variation~which
should decrease with the decrease of viscosity! but due to an
increased maldistribution brought about by changes in viscosity at
elevated temperature.

Conclusions
A detailed experimental study has been presented to investigate

the effect of port to channel flow maldistribution on the pressure
drop across a plate heat exchanger. The study confirms the appli-
cability of manifold flow dividing and combining theory to real
plate heat exchangers. The results show that the major factor in
the physics of maldistributed flow is the channel resistance. The
flow inside port is important from the branching and recombining
point of view rather than the flow characteristics inside the port.
Frictional characteristics in both the ports being similar their ef-
fect on pressure drops across the channel and hence flow maldis-
tribution will be minimum. The experimental results indicate the
importance of port size on maldistribution suggesting that this
should be kept at maximum permitted by manufacturing and heat
transfer considerations to keep the flow maldistribution at its
minimum. The total pressure drop across the heat exchanger is
found to be critically dependent on flow rate as well as port size.
The other important parameter is the number of channels. It is
important to note that increase in pressure drop due to flow mald-
istribution may be inevitable in industrial PHEs containing hun-
dreds of plates because a proportional increase of port size is not
possible. Hence the computation of pressure drop and flow distri-
bution is required to determine the maximum number of plates
acceptable for a given plate size beyond which further addition of
plates does not effectively increase heat transfer area. The study
also indicates that lowering the channel resistance of both the cold
and hot side of the heat exchanger due to increase in temperature
creates an additional flow maldistribution under the actual non-
isothermal conditions in plate heat exchangers.

Nomenclature

A 5 cross-sectional area of the port, m2

Ac 5 cross-sectional area of a channel, m2

b 5 plate spacing, m
Cd 5 discharge coefficient of the orifice meter
de 5 equivalent diameter of port, 2b, m
l 5 vertical distance between two ports, m

Lp 5 length of port, m
f 5 friction factor, from Eq.~1!

m2 5 maldistribution parameter
n 5 number of channels per fluid
N 5 number of channels per fluid
p 5 dimensionless pressure in the port,P/rWo

2

P 5 pressure in the port, N/m2

DP 5 dimensional pressure drop across a PHE, N/m2

Dp 5 dimensionless pressure drop across a plate heat ex-
changer

Re 5 Reynolds number, Re5uc(2b)/y
uc 5 dimensionless channel velocity,Uc /Um
Uc 5 channel velocity, m/s
Um 5 mean channel velocity, m/s
w 5 dimensionless velocity in the port,W/Wo
W 5 velocity of port, m/s

Wc 5 axial component of the inlet flow velocity of channel,
m/s

X 5 axial coordinate along the port, m
z 5 dimensionless axial coordinate,Z/Lp
Z 5 axial coordinate in the port, m
b 5 average velocity ratio in the port,Wc /W
« 5 22b/zc(A/Acn)2

zc 5 Channel frictional coefficient, from Eq.~2!
r 5 density of fluid, kg/m3

n 5 kinematic viscosity of fluid, m2/s

Subscript

without
subscript5 intake port

o 5 at inlet
* 5 exhaust port

ch 5 channel
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Effects of Inclination Angle of
Ribs on the Flow Behavior in
Rectangular Ducts
The flow behavior in rib-roughened ducts is influenced by the inclination of ribs and the
effect is investigated in the present study by Particle Image Velocimetry (PIV). The local
flow structures between two adjacent ribs were measured. The Reynolds number was fixed
at 5800. The flow field description was based on the PIV results in planes both parallel
and perpendicular to the ribbed walls at various locations. The rib angle to the main flow
direction was varied as 30 deg, 45 deg, 60 deg and 90 deg. The ribs induce three
dimensional flow fields. The flow separation and reattachment between adjacent ribs are
clearly observed. In addition, the inclined ribs are found to alter the spanwise distribution
of the streamwise velocity component. The streamwise velocity component has its highest
values at the upstream end of the ribs, and decreases continuously to its lowest values at
the downstream end. Strong secondary flow motion occurs over the entire duct cross
section for the inclined ribs. The flow structures between two consecutive ribs show that
the fluid flows along the ribs from one end of the ribs to the other end, and then turns back
at the transverse center. Downwash and upwash flows are observed at the upstream end
and downstream end of the ribs, respectively.@DOI: 10.1115/1.1778715#

Introduction

Useful publications exist concerning the heat transfer and flow
characteristics in rib-roughened passages with different rib ar-
rangements, aiming for the enhanced heat transfer in heat ex-
changers such as car radiators and gas turbine applications@1–7#.
The effects of the Reynolds number and the rib geometry on the
heat transfer and pressure drop were obtained in some cases
@8–10#. Further results were presented to show the detailed heat
transfer results for the perpendicular, parallel, broken and
V-shaped rib-roughened ducts@11–14#. The combined effects of
aspect ratio of the rectangular ducts and the rib angle of attack
were investigated in references@15,16#. All the studies showed
that angled ribs provide better heat transfer enhancement than
perpendicular ribs, but there is very little work on the flow char-
acteristics comparison. On the other hand, detailed heat transfer
measurement technologies such as liquid crystal thermography
and holographic interferometry map the whole surface tempera-
ture, making the detailed temperature distribution visible. There-
fore, detailed flow structures in rib-roughened ducts are helpful in
understanding the complicated heat transfer distributions. In addi-
tion knowledge about the flow mechanisms is beneficial as further
improvement of the heat transfer process is desired.

Although there are a number of references dealing with the
effects of angle of attack of ribs on the heat transfer field, only
few reported the essential flow field which caused the differences
in heat transfer. Perpendicular ribs are mostly investigated cases
but most data available were obtained with Laser Doppler Veloci-
metry ~LDV ! or hot wire anemometry, which were also limited to
square ducts or high aspect ratio rectangular ducts at high Rey-
nolds numbers, such as references@17–19#. However, because
LDV usually makes measurements at a single point, it has the
limitation that it cannot capture the spatial structure of a flow

field. Flow visualization has been used to show different second-
ary flow structures for ribs with different attack angles, but de-
tailed characteristics were not available@20#.

Whole field measurements are preferred to show how the ribs
alter the flow field, and how different attack angles affect the flow
structures. PIV is a non-intrusive optical method, which enables
one to obtain instantaneous velocity profiles in a flow plane of
interest. The average velocity maps, instantaneous or average vor-
ticity maps, turbulence intensity maps and spatial correlation
maps could be calculated using proper post processing@21–23#.
This measurement technique hence gives access to quantitative
information that is very useful for the characterization of flows.

PIV has recently been successfully used to investigate the flow
characteristics within square coolant ducts in references@24–27#,
where details of the flow structures were studied in a smooth duct
and the ones with 90 and 45 deg ribs over a sharp 180 deg bend
region. Detailed flow structures by different authors are reported
in references@24–27#.

The Reynolds number range less than 10,000 occurs often in
compact heat exchangers such as car and truck radiators, and cir-
cular ribs are used in this work to simulate the rounded shape of
the surface modifications in those cases. The macroscopic flow
characteristics such as the secondary flow scheme, the flow reat-
tachment and redevelopment, are expected to be similar to those
caused by ribs of other shape. The purpose of this study is to
implement the PIV measurement to investigate the air flow
through a 1:8 rectangular duct with 90, 60, 45 and 30 deg ribs.
The detailed flow structures in several planes at a fixed Reynolds
number of 5800 are obtained for all rib configurations. This Rey-
nolds number was chosen because the measured flow pattern was
used to correlate the previous heat transfer results at such Rey-
nolds number. The results are used to analyze and improve the
understanding of the characteristics of the flow field introduced by
different rib configurations.

Description of Experimental Equipment and Procedure
A sketch of the experimental set-up is shown in Fig. 1. The

Plexiglas rectangular duct consisted of two 700 mm length parts,
with an internal cross section of 14.53112.5 mm. The second part
of the duct was roughened by 1.5 mm circular plastic ribs ar-
ranged in a staggered manner on two opposite wide walls. The
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measurement location was at approximately 50,x/Dh,52 from
the inlet of the rectangular duct. The rib height-to-hydraulic diam-
eter was about 0.06. The pitch-to-rib height ratio was kept as 10
for all the rib arrangements. Only the inclination angle of the ribs
to the mainflow direction was changed to be 90, 60, 45 and 30
deg, as illustrated in Fig. 1.

Laboratory air enters the first plenum via a 100 mm tube. The
plenum is equipped with two grids to evenly distribute the seeding
particles. Glycerol is used as seeding particles, which are gener-
ated by a TSI model 9306 six-jet atomizer supplied by com-
pressed air. The density of the seeding particles of 5–10 particles
in each interrogation area is controlled by the compressed air pres-
sure and the number of open jets. In PIV measurement, velocities
of the particles are measured. Thus the Stokes number of the
particles must be sufficiently small. The Stokes number is the ratio
between the particle response time and the flow time scale. The
particles must, however, be so large that sufficient light is scat-
tered for detection by the CCD camera. There are particles avail-
able offering good scattering efficiency and sufficiently small ve-
locity lag. In gas flow PIV measurement aluminum, magnesium
and glycerol particles have been employed. In this investigation,
every effort was taken to satisfy these conditions.

The four walls of the duct were designated to be ribbed wall A,
ribbed wall B, top wall and bottom wall hereafter as illustrated in
Fig. 2. The end of the inclined V-ribs that is close to the flow inlet
is called the upstream end of the ribs hereafter, and the other end
is called the downstream end as illustrated. The ribs were painted
black to eliminate scattering light and thus decrease the noise
level. Two coordinate systems are defined in Fig. 3. Because the
flow field is fully developed, and also in order to simplify later
presentation of the results at different locations, where the flow
obtained is between different physical rib pairs, the coordinatesx
and j do not originate from a fixed physical point, instead they
start at the center of the first rib on wall B at each measured
location in all presented figures.

Typically, PIV measurements were carried out in three planes,
A, B, and C in order to investigate the three-dimensional flow
feature. The test facility was designed in such a way that it al-
lowed turning the test section by an angle of 90 deg without
changing the flow condition. The horizontal laser sheet was turned
to go through the test section from top to bottom vertically. In
plane A, thex-y plane velocity field can be obtained. In plane B,
the inclined ribs themselves blocked part of the camera view,

therefore in the area which is less than one rib height from the
ribbed walls, no valid velocity vectors were obtained. The mea-
surements carried out in plane C for inclined rib configurations
complement plane B measurements to show the vortices behind
the ribs. The laser sheet could be adjusted to the desired position
for all the measurement arrangements using a traversing system.

A Quantel Q-Switched Nd:Yag double cavity pulsed laser pro-
vides pulsed light sheets at a wavelength of 532 nm with a maxi-
mum output energy of 120 mJ. Each pulse duration is 10 ns. The
time interval between two pulses can be adjusted according to the
velocity range and for different test planes. The laser was kept
horizontal with an optical mirror to turn the laser sheet 90 deg to
enter the window on the top of the duct vertically.

A Dantec 80C60 HiSense PIV camera with a high performance
progressive scan interlines CCD chip having 102431280 pixels,
together with a Nikon AF Micro 60 f/2.8D lens was used to record
the seeding images on double frames. An optical filter of 532 nm
was used in front of the camera to allow only the signal illumina-
tion wavelength to pass.

For the 90 and 60 deg ribs, the camera view field was first set
approximately to be 1153144 mm for plane A measurements, to
obtain an overview of the whole flow field between two consecu-
tive ribs. The camera was then adjusted to focus on a small area of

Fig. 1 Sketch of the experimental setup

Fig. 2 Definition of the coordinate system
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plane A, approximately 30335 mm, either close to the top wall or
in the middle of the duct, to reveal the detailed flow structure with
a higher spatial resolution. For 45 and 30 deg ribs, the long
streamwise distance for a complete rib made the whole field mea-
surement with one image unrealistic, because it would cause a too
low spatial resolution. Therefore, two or three measurements were
carried out to capture the flow field over a certain height of the
duct, and then these were carefully combined together. For planes
B and C, the view field was about 15319 mm for all ribs.

The PIV recordings from the CCD camera were processed with
the Dantec software Flow Manager. A cross-correlation analysis
method was used with an interrogation area size of 32332 pixels
with 50% overlap between the interrogation areas. The vector
field was then evaluated in relation to a predefined velocity mag-
nitude and the invalid ones were replaced by the moving average
method. Instantaneous velocity field were obtained and a series of
250 of instantaneous measurements were statistically averaged to
get the mean velocity profile.

The uncertainty is dependent on the imperfections of the appa-
ratus, the measurement plane location, the particular PIV acquisi-
tion parameters, the flow nature, etc. The dimensions of the Plexi-
glas duct are accurate within60.1 mm and the rib height within
60.05 mm. The position of the ribs on the wall is estimated to be
within 60.5 mm. The laser sheet position was controlled by an
accurate traversing system and is accurate to60.01 mm. The
software interpolation accuracy is expected to be 0.1 pixel. The
existence of an out-of-plane velocity in the three-dimensional flow
field influences the accuracy of the in-plane velocities in the two-
dimensional measurement, and the effect is different at different
locations.

The sample size is another error source for the mean velocity
calculation by statistics for both smooth and ribbed ducts. A de-
tailed analysis for the mean velocities, the turbulence intensities
was discussed in@28#. The results of the smooth duct were com-
pared with LDV measurements presented in@29# and good agree-
ment was observed. A statistical investigation of the V-shaped
rib-roughened duct, which had highest turbulence level among all
rib configurations tested, was included in@28# to study the effect
of the sample number on the obtained flow parameters and it was
found that 250 instantaneous velocity field samples could provide

a reasonable accuracy as a compromise between acquisition time,
disk space and accuracy. The uncertainty of the time-average ve-
locities was estimated to be between60.02Um to 60.08Um for
all three velocity components, where the worst cases occurred for
the streamwise velocity componentU when the whole plane A
measurement was carried out close to the ribbed walls. This im-
plies that the relative error involved in the measurements of the
velocity componentsV andW is higher due to their small magni-
tudes, and because both are measured in planes A or B together
with the U component.

Results and Discussion

90 deg Ribs. The time-averaged velocity vectors in the whole
plane A atz/c510.9 are shown in Fig. 4~a!. Thex coordinate is
doubled in size, to avoid a very narrow and unclear figure. The
main flow direction is from left to right. It is observed that close to
the top and bottom walls, there is a small area having a local
maximum of the streamwise velocity, which is even higher than in
the symmetry plane. Additional measurements at other transverse
locations confirm that this velocity displacement persists until
z/c510.8, but disappears further away from the ribbed wall at
z/c510.5. In the transverse center, theU velocity component
shows a very even distribution over a large spanwise distance of
20.9,y/b,10.9, and then decreases quickly close to the walls.
This spanwise profile of the streamwise velocity componentU is
similar to that in a smooth duct. The flow right in front of the
downstream rib shows either an upflow or downflow impinging
on the smooth walls.

A closer examination was made in the same plane but observing
a smaller area adjacent to the top wall to obtain the flow structures
with a higher spatial resolution and the velocity vectors are dis-
played in Fig. 4~b!. The time-averaged velocity shows the upflow
to the smooth top wall in front of the second rib on wall A more
clearly. This characteristic feature was also detected by LDV in
reference@30#.

The isolines of the normalized streamwise velocity component
U/Um shown in Fig. 4~b! are illustrated in Fig. 4~c!. The negative
velocities behind the ribs represent the separation zone. The area
close to the top wall (y/b>10.97) shows local maximum values.
The phenomenon is in accordance with the results for a square
duct in reference@29#. But the relative position to the symmetry
plane is different. The smaller distance behind the first rib where
U/Um changes sign in the region close to the top smooth wall also
implies that the flow reattachments occur earlier there. Efforts
were made to capture the velocity vectors in plane B at the loca-
tion of y/b510.97, but these were not successful because of the
strong reflection from the top wall. The normalized spanwise ve-
locity componentV/Um is very small ~about 2% of the mean
velocity! in most of the area except immediately right in front of
the downstream rib, where a slightly higherV/Um is observed
showing impingement flow on the smooth wall.

Vector plots of the normalized streamwise and transverse ve-
locities U/Um andW/Um in planes B at different spanwise loca-
tions generally follow a similar style. Therefore, only the results
in the symmetry plane (y/b50) are given in Fig. 4~d!. The flow
caused by staggered ribs is symmetric relative to the ribs, as sug-
gested by the velocity results across the entirex-z plane. The
scale-up figure of the vortex is shown in Fig. 4~e!. The results
verify the existence of the separation zone behind ribs. The sepa-
rated flow reattaches to the wall at about 4 to 4.5 rib heights from
the upstream rib center. This is consistent with the conclusion of
between 4 and 4.25 rib heights measured in@30# by LDV. The
acceleration of the core flow by the geometric contraction can be
more easily seen from the contour map of the normalized stream-
wise and transverse velocity components,U/Um and W/Um ,
which are shown in Figs. 4~f! and~g!. The vertical shadow created
by the ribs on wall A in the original particle images of plane B

Fig. 3 Laser sheet locations for PIV measurements
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measurements leads to invalid velocity vectors in these areas and
are simply ruled out. These ‘‘zero’’ velocity areas causes vertical
lines in the contour maps.

The direct measurement of the secondary flow in the cross sec-
tion y-z was unfortunately impossible to carry out because the
high streamwise velocity would act as a large out-of-plane veloc-
ity, which would cause significant error in the measurements.
Nevertheless, from the aforementioned measurements and as sug-
gested by measurements in reference@30# and numerical simula-
tion in references@31–33#, it might be imagined that there is very
weak secondary flow over the cross section. However, the strength
of the secondary flow is expected to be low, as implied by the very
low V andW velocities detected.

60 deg Ribs. Figure 5 shows the results between two con-
secutive ribs in plane A in the 60 deg rib-roughened duct. Thex
coordinate is again doubled in thex-y velocity vector fields in
Figs. 5~a! and~b!. The vectors at two transverse locations, namely
z/c50 andz/c510.9 are illustrated. The main flow stream flows
from the upstream end of the ribs down along the ribs toward the
downstream end atz/c50 in ~a!. It is again observed that the
streamwise velocity at the upstream end of the ribs in the areas
close to the top wall, wherey/b is close to 1, is high. However,
unlike the symmetric distribution for 90 deg ribs, there is a con-
tinuous spanwise decrease ofU/Um , and it reaches the lowest
value close to the bottom wall (y/b;21) at the downstream end
of the ribs. TheU contours in a cross section obtained by LDV
presented in@1# also showed this main flow velocity displacement.
This strong spanwise variation of the streamwise velocity compo-
nent is conjectured to be particularly exaggerated in the narrow
duct having an aspect ratio of 1:8. In a square duct, the smooth
walls would act as barriers and the spanwise variation is expected
to be weaker.

Figure 5~c! showsV/Um at the three intersection lines between
planes A atz/c510.9, 0,20.9 and theh-z plane which is two rib
width behind the center of the first rib on wall A. It shows clearly
that close to the rib-roughened wall (z/c560.9), the flow is
coming down from the top wall to the bottom wall, having a
negativeV. The flow is upward in the transverse center of the duct
(z/c50). The spanwise distribution of this velocity component at
the transverse locations ofz/c560.9 follow each other closely.

A closer examination of a smaller part of plane A was made to
capture the detailed spatial structure atz/c510.9, and the time-
averaged velocity vectors in the region20.2,y/b,10.2 are
shown in Fig. 5~d!. Figures 5~e! and ~f! show the isolines of the
normalized velocity componentsU/Um andV/Um . The relatively
constant distance of theU/Um isoline downstream the first rib
suggests that the reattachment length is the same in this region.

In the measurement over the upper part of plane A,10.6
,y/b,11, U/Um is higher. Close to the top wall,U/Um changes
sign after a shorter distance behind the rib, which implies a rela-
tively shorter reattachment length. On the contrary, the reattach-
ment point was found to move downstream in the lower part of
plane A at the downstream end of the ribs wherey/b;21.

The angled ribs blocked part of the camera visual field in plane
B measurements, and these areas are marked as rib blockage in
the figures. The velocity fields were thus only obtained in the
region of20.8,z/c,10.8 for most of the runs.

The distributions ofU/Um in threex-z planes aty/b510.9, 0
and 20.9 are shown in Figs. 6~a–c!. The velocity profile aty/b
560.9 shows altered behavior. The acceleration over the ribs
causedU/Um to be higher above or under them, and the isolines
are distorted. This effect attenuates along the streamwise direction
until the rib on the other wall acts in the same way and draws the
isoline to that wall. In addition, the magnitude ofU/Um is even

Fig. 4 Velocity vectors and component isolines in planes A and B of 90 deg ribs: „a… time-averaged velocity vectors in plane
A near wall A „zÕcÄ¿0.9…; „b… instantaneous velocity vectors in plane A close to the top wall „zÕcÄ¿0.9…; „c… time-averaged
velocity vectors „zÕcÄ¿0.9…; „d… normalized U velocity component UÕUm of „c…; „e… time-averaged vectors in symmetry plane
in plane B „y ÕbÄ0…; „f… scale-up of the vortex in plane „e…; „g… normalized U velocity component UÕUm of „e…; „h… normalized W
velocity component WÕUm of „e…

Journal of Fluids Engineering JULY 2004, Vol. 126 Õ 695

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



higher than that in the symmetry plane. TheU/Um isoline distri-
butions aty/b50 andy/b520.9 are also displaced close to the
ribs but the influence is weaker. Aty/b520.9, U/Um is much
lower than in the other two planes. This spanwise distribution has
also been shown by plane A measurement. The alteredU profiles
observed by Bonhoff~45 deg square ribs in a square duct! show-
ing two maxima and one minimum were not observed for any
measured spanwise location.

TheW velocity component represents the downwash or upwash
flow along the ribbed walls over the cross section. This velocity
component forms the secondary flow together withV, and acts as
an additional heat transfer enhancement mechanism which has a
significant contribution to the heat transfer distribution. The
W/Um isolines are illustrated in Figs. 6~d–f!. In the plane of
y/b510.9 at the upstream end of the ribs, the flow induced by
the angled ribs is directed from the transverse center (z/c50) to
the ribbed walls, indicating positiveW/Um in 0,z/c,11 and
negativeW/Um in 21,z/c,0. The downwash flow impinges on
the ribbed surfaces, enhances the local heat transfer at the up-
stream end of the ribs. The magnitude ofW/Um is approximately
only 4% of the mean velocity over the region (20.5,z/c
,10.5), but reaches 12–20% when it is closer to the wall at
z/c560.8 and higher value could be expected closer to the sur-
face of the ribbedIwalls depending on the relative position to the
ribs. In the symmetry plane (y/b50), the W components are
mainly caused by the acceleration over the ribs and flow reattach-
ment between the ribs. The magnitude is low, approximately
5–10% of the mean velocity before the rib obstacles and between
the ribs where the flow reattaches on the walls. At the downstream
end of the ribs (y/b520.9), upwash flow regions are formed.
The fluid is conducted away from the ribbed walls, showing
W/Um with opposite sign to those aty/b510.9. Here the fluid is
less efficient to remove heat from the ribbed surfaces, causing low
heat transfer coefficients at the downstream end of the ribs. The
magnitude ofW/Um is found to be low, less than 10% of the mean
velocity in almost all regions.

The vortices downstream of each rib was clearly observed in
plane C measurement. The flow fashion was similar to the ones
obtained in plane B for 90 deg ribs and thus are not shown here.
The flow created a separation region just behind the ribs and re-
attached to the top and bottom smooth walls at a distance of
approximately 4;4.5 rib heights, and commenced to develop
again. This flow behavior was expected to be responsible for the
sawtooth distribution of the local heat transfer coefficient along
the rib-roughened wall in@3#. The heat transfer coefficient there
was observed to drop immediately after the ribs, due to nearly
stagnant flow. It reached the highest local value at locations be-
tween a pair of adjacent ribs, where flow reattachment occurred.
Then it decreased again because of the flow redeveloped.

Figure 6~g! shows the schematic pattern of the secondary flow
over they-z cross section based on the spanwise and transverse
velocity components,V and W. It must be noted that it is only
schematic, which does not represent symmetrical flow field every-
where. The velocity distribution on each cross section is depen-
dent on its relative location to the ribs, as shown in the contour
maps.

45 deg Ribs. The 45 deg ribs were examined with the camera
focusing on separate parts and then combined to get the overall
flow structure in the plane A. In general, the flow structure is
similar to that for 60 deg ribs. Figure 7~a! shows the vector results
between two consecutive ribs in plane A over the middle part of
the 45 deg rib-roughened duct,20.2,y/b,10.2, at the trans-
verse locationz/c510.9. The fluid again follows the ribs and
flows from the upstream end of the ribs to the downstream end. At
the transverse centerz/c50, the flow goes up from the bottom to
the top, showing a positiveV component. The magnitude of theV
component is slightly higher than that with 60 deg ribs.

The contour maps of the isolines of the normalizedU/Um and
W/Um in the x-z plane aty/b560.9 are displayed in Figs. 7~d–
g!. U/Um shows a spanwise variation similar to that with 60 deg
ribs, and the effect is even more profound. Similar to 60 deg ribs,

Fig. 5 Velocity vectors and component isolines in plane A of 60 deg ribs: „a… near wall A „zÕcÄ¿0.9…; „b… velocity
vectors at zÕcÄ0, U subtracted by mean velocity Um at transverse center; „c… normalized velocity component V at
three intersection lines; „d… schematic secondary flow; „e… an arbitrary sample of the instantaneous velocity field in
the middle part of plane A „zÕcÄ¿0.9…; „f… time-averaged vector field „zÕcÄ¿0.9…; „g… normalized U velocity
component UÕUm of „e…; „h… normalized V velocity component VÕUm of „e…
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Fig. 6 Velocity isolines of U and W components in plane B of 60 deg ribs

Fig. 7 Velocity vectors and component isolines of 45 deg ribs
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the 45 deg ribs introduce a two-cell secondary flow, with down-
wash flow detected aty/b510.9 and upwash flow aty/b5
20.9. The magnitude of theW component at both locations is
seen to be higher than for 60 deg ribs. By a combination of mea-
sured higherV and W components in planes A and B, it is thus
expected that the strength of the secondary flow created by 45 deg
ribs is slightly higher than that by 60 deg ribs. It would have more
favorable effects on heat transfer enhancement. Unfortunately,
there is no direct heat transfer data available with the same con-
figuration to prove this speculation.

30 deg Ribs. The 30 deg ribs were examined in the same way
as for the 45 deg ribs. The camera was used to capture the flow
field over a part of the duct height in plane A at a time. The results
obtained over20.1,y/b,10.05 at z/c510.9 are shown in
Fig. 8. The flow is seen to follow the orientation of the ribs,
flowing from the upstream end to the downstream end. The mag-
nitude ofV/Um is lower than for the other two inclined ribs con-
sidered, but higher than that caused by the 90 deg ribs.

The x-z plane measurements were made at regular spanwise
locations. The streamwise velocity componentU at y/b510.9
was again found higher than those at the symmetry centery/b
50 and aty/b520.9, similar to the results with 60 and 45 deg
ribs. Nevertheless, the difference betweeny/b50 and y/b
510.9 was very small, and theU isolines were not deflected very
much at the rib locations. TheU isolines aty/b50 is shown in
Fig. 8~c!. Downwash flow occurs aty/b510.9 and upwash flow
at y/b520.9, which suggests a similar secondary flow pattern as
for the 60 deg and 45 deg ribs over the entire cross section. The
strength of the secondary flow is expected to be much weaker than
by the other two inclined ribs.

The isolines ofU/Um show a distinguished feature aty/b
520.9. The profiles have two local maxima and decrease to a

minimum at the transverse center of the duct. This profile was
observed in reference@24# in a square duct with 45 deg ribs,
which was believed to occur because the two secondary vortices
had their own maximal streamwise velocities in their individual
center. Although no such characteristic feature was observed from
measurements made at other spanwise locations further away
from the bottom smooth wall, and not with the other rib arrange-
ments either, it is speculated that if the measurement could be
made close enough to the smooth wall, it would be visible.

Conclusions
The flow fields in rectangular ducts with 90, 60, 45 and 30 deg

ribs were investigated using PIV, to reveal the effects of the rib
inclination angle. The flow structures between two consecutive
ribs in three measurement planes were obtained. It was found that
the rib orientations not only affect the secondary flow style and its
strength, but also alter the mean flow velocity distribution along
the spanwise direction.

The results obtained for 90 deg ribs were compared with avail-
able data by LDV and showed good agreement. The streamwise
velocity component in the plane A, which is parallel to the ribbed
wall with a distance shorter than the rib height, showed local
maxima close to the top and bottom walls. In the planes which are
further away from the ribbed walls, this phenomenon disappeared.
The low spanwise and transverse velocity components implied
very weak secondary flow.

All three inclined rib configurations altered the spanwise profile
of the streamwise velocity component, leading to high streamwise
velocity component in the region of the upstream end of the ribs,
and low values at the downstream end. The results in the planes
parallel to the ribbed walls show that the fluid between adjacent
ribs moved from the upstream end of the ribs to the downstream

Fig. 8 Velocity vectors and component isolines of 30 deg ribs
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end, and turned back at the transverse center. The so-called up-
wash or downwash flow, theW velocity component, was detected
at different spanwise locations in the planes perpendicular to the
ribbed walls. Two-cell secondary flows were expected to be estab-
lished over the entire cross section for all angled ribs, and the one
created by 45 deg ribs was found to be strongest.
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Nomenclature

b 5 half width of the wide side wall, m
c 5 half width of the narrow side wall, m

Dh 5 hydraulic diameter, m
p 5 rib pitch, m

Re 5 Reynolds number~dimensionless!, Re5UmDh /n
Um 5 mean velocity, m/s

U 5 streamwise velocity component, m/s
V 5 spanwise velocity component, m/s
W 5 transverse velocity component, m/s
x 5 coordinate along duct length, m
y 5 coordinate along spanwise direction, m
z 5 coordinate along transverse direction, m
a 5 rib angle of attack, deg
j 5 coordinate perpendicular to the ribs, m
h 5 coordinate along the rib orientation, m
z 5 coordinate perpendicular tojh plane, m
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1 Introduction
The loss mechanism under consideration in this study is that

fraction of turbomachinery blade profile loss@1# due to viscous
dissipation and turbulent phenomena in the blade boundary layer.
In the consideration of profile loss it is customary to neglect any
end wall effects and as such the flow is approximately two-
dimensional. Hence loss measurements can be based on cascade
tests and boundary layer calculations. It has been proposed in@1#
that the concept of entropy generation be used as the key measure
of lost performance in turbomachinery, as opposed to the more
traditional loss calculation methods based on stagnation pressure
and kinetic energy losses. Assessment of loss in terms of the en-
tropy generation rate is not dependant on whether it is examined
from the perspective of a stationary or rotating blade row, thereby
enabling direct comparison between measurements from cascades
and rotating facilities.

Previous researchers@2–5# at the author’s university have mea-
sured transitional and turbulent boundary layer losses. This paper,
however, is mainly focused on loss in the laminar boundary layer
and how it is influenced by FST. This is important in turboma-
chinery because laminar boundary layers are subjected to ex-
tremes of FST of varying intensity. As the flow under consider-
ation is assumed to be adiabatic, the only contributory factor to
loss is that due to viscous dissipation and Reynolds stresses. The
entropy generation rate is therefore obtained directly from the
boundary layer velocity profile; a first integration through the
boundary layer thickness gives the entropy generation rate at a
chordwise point, a second integration in the streamwise direction
yields the entropy generation rate over the entire suction surface
length. The procedures for acquiring such have been described in
@2#, @4# and @5#. In short, the contributions to the entropy genera-
tion rate (Ṡgen9 ) per unit area in an incompressible, two-
dimensional boundary layer are given by the sum of the viscous
dissipation and turbulence production terms:

(1)

For the case of increased FST it will be shown that it is neces-
sary to include the Reynolds stress term in the calculation of lami-
nar boundary layer loss. However, the very thin boundary layer
present in this investigation precluded the use of multi-sensor hot-
wire probes. As it was not possible to directly measure, the Rey-

nolds stress in the turbulent boundary layer, an approximation was
required. This approximation is based on the assumption that in
the near-wall region of a turbulent boundary layer, the total shear
stress is constant and equal to the wall value. Therefore, the re-
quired element of the Reynolds stress tensor is approximated as:

m
]ū

]yU
y50

2m
]ū

]y
>txy8 52ru8v8. (2)

This relationship is only valid in the absence of large stream-
wise pressure gradients and holds approximately true for the first
10% of a turbulent boundary layer. Fortunately this constitutes the
most loss-affected region of the turbulent boundary layer@4#. Ad-
ditionally, studies on flat-plate boundary layers by@6# have con-
firmed that increased FST only alters the velocity defect region of
the turbulent boundary layer. Their investigation illustrated that at
FST levels of up to 20%, the near-wall region agrees very closely
with the classical universal velocity profile for a turbulent bound-
ary layer. By combining Eqs.~1! and ~2!, the entropy generation
rate becomes:

Ṡgen9 5
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dy. (3)

However, as the constant stress approximation is not valid in
the presence of strong pressure gradients~adverse or favorable!,
calculation of the entropy generation rate in laminar and transi-
tional boundary layers only involved integration of the first term
in Eq. ~1!. Therefore, all laminar and transitional loss measure-
ments presented here are slightly underestimated as they do not
explicitly account for the Reynolds shear stress.

2 Experimental Methods
The turbine cascade and associated instrumentation have previ-

ously been described in detail in Refs.@2–5#. An illustration is
given in Fig. 1. The cascade consists of seven aluminum blades,
each of 92.6 mm chord, 300 mm span and spaced 70.44 mm apart.
Boundary layer velocity data was acquired at a sampling fre-
quency of 20 kHz~over a 0.2 sec duration! by traversing a single
sensor hot-wire probe~Dantec type P11! operating at 250°C over-
heat normal to the surface. Traversing was initially carried out in
10 mm increments as very fine resolution is required within the
first 0.5 mm from the wall as the majority of entropy is generated
here. Hence motion of the sensor normal to the surface was
achieved using a precision traversing mechanism synchronized
with the data acquisition system for automatic measurement. In
addition, data was also acquired from an array of 28 hot-film
sensors~spaced in 3.5% increments of suction surface length!
located at mid-span of the central blade in the cascade. A perfo-
rated plate was used to raise the turbulence intensity at the inlet to
the blade passage from 0.8 to 5.0%@3#.

3 Error Analysis
The standard error analysis technique of Kline and McClintock

@7# was used to find the uncertainty inṠgen9 . Firstly, based on all
possible sources of error in the hot-wire measurement technique
the error in the boundary layer velocity gradient and subsequent
wall shear stress estimate was estimated as610% @4#. The pri-
mary source of error comes from the low velocity hot-wire cali-
bration needed in the near-wall region. The error shown is be-
lieved to be greatly over estimated, because the wire calibration at
higher velocities is extendible to low velocities, provided that the
flow velocity is not so low that natural convection effects are
significant. Repeat experiments with different calibrated hot-wire
sensors have shown a lower uncertainty than that estimated. Based
on the estimated error of610% in the measurement of the veloc-
ity gradient, an estimate of the error ofṠgen- was found to be
620% using the method described in@7#. Overall, the calculated
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maximum error in theṠgen9 values is of the order of610%, half
that of Ṡgen- as the integration step averages out the errors.

4 Experimental Results and Discussion
Figure 2 illustrates a distribution of the pressure coefficient

along the blade suction surface for both turbulence levels at Rec
576,000, in which peak suction occurs at 35% of suction surface
length. Figure 3 shows a typical distribution of the mean and
turbulent velocity components for the high turbulence case in the
laminar boundary layer. Clearly visible are increased fluid strain
rates under conditions of high FST as well as appreciable velocity
fluctuations across the boundary layer. These effects are not due to
an earlier transition as the skew distribution shown in Fig. 4~b!
illustrates an unambiguous transition for the high turbulence case
at 54% suction surface length.

As this laminar boundary layer possesses both laminar and tur-
bulent characteristics we have named it ahybrid boundary layer.
In a classical turbulent boundary layer the fluctuating velocities
are at a maximum very close to the wall, however in a perturbed
laminar boundary layer maxima are encountered further out from
the wall ~h.0.1!. These findings have previously been observed
in similar boundary layers by@8# and@9#. The measured local FST
in the laminar region was found to equal that convected from the
grid at the boundary layer edge, according to:

Tud5Tu`

U`

Ud
.

There is therefore very little damping of the FST.
Using Eq.~3!, velocity data is transformed into loss data. Often

it is more convenient to express the measured values ofṠgen9 in
terms of a non-dimensional dissipation coefficient defined as@1#:

Cd5
TṠgen9

rUd
3

. (4)

The distribution ofCd is plotted in Fig. 4~a! for both high and low
FST levels at Rec576,000. Significant losses are observed in the
laminar and transitional regions with increased FST. Losses in the
pre-transitional boundary layer are substantially increased in the
presence of FST primarily due to changes in the mean velocity
profile. This loss is even greater if the induced Reynolds stresses
are considered. If a CFD code is to accurately model flows under
these conditions it must account fully for the affects of a turbulent
free stream. These phenomena are neglected in the conventional
modelling of laminar boundary layers which would likely require
the use of different turbulence models for the laminar and turbu-
lent boundary layers. In contrast, the turbulent boundary layer is
largely unaffected by FST with a near constant valueCd'0.003
~inclusive of Reynolds stress effects! for both FST levels at the
same Reynolds number. This view is supported in@10#, noting that
FST only effects the low loss outer boundary layer.

The overall loss generated in the entire suction surface bound-
ary layer can best be viewed when Eq.~3! is integrated in the
streamwise direction:

Ṡgen8 5E
0

SSL

Ṡgen9 dx. (5)

Table 1 summarizes the relative distribution of the blade suction
surface loss between the laminar, transitional and turbulent re-
gions. The total loss for the 5.0% FST test case is almost 45%
higher than its low turbulence counterpart due to increased losses
in the laminar and transitional regions for the former. Greater
losses are observed in the turbulent boundary layer of the high
FST case, due to an earlier transition and hence larger coverage of
the suction surface by a turbulent boundary layer. Interestingly,
the relative distribution of loss between the laminar, transitional
and turbulent regions remains unchanged. The fact that the lami-
nar boundary layer accounts for the majority of the suction surface
loss may appear contrary to common perception. However, as
noted by@4#, the very thin laminar boundary layer coupled with a
high freestream velocity due to acceleration of the flow over the
fore section of the blade, generates very large velocity gradients.

Fig. 1 Incompressible turbine cascade and hot-wire traverse
assembly

Fig. 2 Measured suction surface pressure distribution „ex-
pressed as the pressure coefficient C p… for Re cÄ76,000, for
both 0.8% and 5.0% FST

Fig. 3 Comparison between measured boundary layer velocity
profiles at 5.7% SSL, Re cÄ76,000 both turbulence levels, dÄ500
mm, UdÄ15 mÕs. Also shown is the distribution of percentage
turbulence.
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Furthermore, the validity of the results has been verified by@11# in
which a comparison is made between the integrated boundary
layer entropy generation rate and that estimated by Eq.~6! from
stagnation pressure losses in the turbine blade wake~inclusive of
trailing edge loss and turbulent phenomena upstream of the turbu-
lent boundary layer!:

Ṡgen8 52rRE
0

d

ū lnS p02

p01
Ddy. (6)

Figure 5 shows frequency spectra at different wall-normal po-
sitions in the laminar boundary layer for both FST levels includ-
ing those of the free stream~h.1!. Evident in all spectra is the
similarity to the classical Kolmogorov25/3 power slope charac-
terizing the inertial subrange@12,13#. This represents the interme-
diate scales of turbulence; those lying between the larger energy
containing and smaller dissipatative scales. Adherence to the Kol-
mogorov25/3 power-law slope indicates a flow with an equilib-
rium of production and dissipation of turbulent kinetic energy
@12#. It is also apparent that the high free stream turbulence spec-
tra contain greater spectral energy over the same range of frequen-
cies than their low turbulence counterparts. For both cases the
highest spectral power is observed moving into the boundary
layer, with the highest encountered in the region corresponding to
the maximum value ofAu82/Ud at h50.15 in Fig. 3. In addition,

the boundary layer spectra exhibit greater spectral power in the
lower frequency range, which increases towards the wall. This has
been previously observed by@9# and is due to the receptivity of
the boundary layer to disturbances in the free stream@14#. The
boundary layer can be considered as a ‘noise amplifier’, which
selectively amplifies low frequency fluctuations from the free
stream. The maximum amplification was not observed in the near-
wall region~i.e. ath,0.05, where Tollmien-Schlichting instabili-
ties would prevail!, but further out.

5 Conclusions
An increase in the free-stream turbulence level from 0.8% to

5.0% resulted in almost a 45% increase in suction surface bound-
ary layer loss for a comparable Reynolds number. Laminar and
transitional losses were most influenced by the freestream turbu-
lence. As the perturbed laminar suction surface boundary layer
exhibits significant turbulent characteristics it has been termed a

Table 1 Relative contributions to the measured entropy
generation rate per unit span at both turbulence levels at
RecÄ76,000

% SSL Coverage 0.8% FST 5.0% FST

Laminar 0–65% 0–54%
Transition 65–80% 54–70%
Turbulent 80–100% 70–100%

Suction Surface Loss Determined from Boundary Layer
Hot-Wire Measurements

Measured Loss
Ṡgen8 (Wm21 K)

0.8%
FST

% of
Total

5.0%
FST

% of
Total

Laminar 0.0068 60% 0.0094 58%
Transition 0.0031 27% 0.0043 26%
Turbulent 0.0014 13% 0.0026 16%

Total 0.0113 0.0163

Suction Surface Loss Determined from Wake Pressure Loss

Measured Loss
Ṡgen8 (Wm21 K) 0.8% FST 5.0% FST

Total 0.0129 0.0239

Fig. 4 „a… Distribution of the dissipation coefficient Cd derived
from measurements of Ṡgen9 at RecÄ76,000 for both 0.8% and
5.0% FST. „b… The corresponding hot-film skewness distribu-
tion.

Fig. 5 Energy spectra of the fluctuating hot-wire and film volt-
age signals „analogous to u 8… at different wall-normal positions
in the boundary layer for 5.7% SSL with Re cÄ76,000. „a… hÄ0.1,
5.0% FST; „b… hÄ0.4, 5.0% FST; „c… hÌ1, 5.0% FST; „d… hÄ0.4,
0.8% FST; „e… Wall, 5.0% FST; „f… hÌ1, 0.8% FST.
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hybrid boundary layer. In contrast, the local turbulent boundary
layer loss was unaffected by an increase in freestream turbulence,
as a constant value ofCd'0.003 was observed for both
freestream turbulence levels. The measured entropy generation
rate compares favourably with that determined from the pressure
loss in the turbine blade wake. The discrepancy at high FST arises
due to the Reynolds stresses in the laminar and transitional bound-
ary layers which were not included in the hot-wire determination.
Therefore, if CFD codes are to accurately model boundary layers
under these conditions, they must account for the turbulent phe-
nomena. It is not clear, which, if any of the existing models will
work.

Nomenclature

Cd 5 Dissipation coefficient~Eq. 4! 2
Cp 5 Pressure coefficient5p2p`/0.5rU`

2 2
Rec 5 Reynolds number based on blade chord and inlet

free-stream velocity2
Ṡgen9 5 Entropy generation rate per unit area Wm22 K
Ṡgen8 5 Entropy generation rate per unit length Wm21 K
p01 5 Stagnation pressure at cascade inlet Nm22

p02 5 Stagnation pressure at cascade outlet Nm22

R 5 Gas constant J Kg21 K21

Tud 5 Local percentage turbulence intensity %
Tu` 5 Inlet percentage turbulence intensity %

T 5 Bulk fluid temperature K
u 5 Instantaneousx-direction velocity ms21

ū 5 Mean velocity inx-direction ms21

Au82 5 RMS average ofx-direction fluctuating velocity com-
ponent ms21

Ud 5 Local free-stream velocity ms21

U` 5 Inlet free-stream velocity ms21

y 5 Wall normal coordinate m

d 5 Boundary layer thickness m
h 5 Dimensionless wall-normal coordinate5y/d 2
m 5 Dynamic viscosity Nsm22

txy8 5 Turbulent shearing stress Nm22
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The technical brief by Roache@1# presents seven criticisms of the
correction factor verification method proposed by the authors and
colleagues in@2–4#. The authors acknowledge Dr. Roache’s care-
ful review and insightful comments of our work. We have ad-
dressed Dr. Roache’s first criticism and revised the correction fac-
tor uncertainty estimates; however, we rebut the other criticisms.

1. The uncorrectedUk and correctedUkC
solution uncertainty

estimates given by Eqs.~33! and ~34! in @2# are deficient for
correction factorCk<1 andCk51, respectively, in only providing
50% uncertainty estimate~confidence level!, as pointed out by Dr.
Roache. In@4#, Eq. ~33! in @2# was revised for proper behavior for
Ck,1: increasing factor of safety for decreasingCk ~i.e., distance
from the asymptotic range! similarly as is case forCk.1. Subse-
quently, revisions were also made for proper behavior forCk51
for both Eqs.~33! and ~34! in @2#: provision for 10% factor of
safety in the limitCk51 while smoothly merging with previous
correction factor uncertainty estimates foru12Cku>0.125~uncor-
rected solution! and 0.25~corrected solution! given in @2# and@4#.
Incorporating both revisions the uncorrectedUk and corrected
UkC

solution uncertainty estimates are given by:

Uk5H @9.6~12Ck!
211.1#udREk1

* u u12Cku,0.125

@2u12Cku11#udREk1

* u u12Cku>0.125
(1)

UkC
5H @2.4~12Ck!

210.1#udREk1

* u u12Cku,0.25

@ u12Cku#udREk1

* u u12Cku>0.25
(2)

Ck is the correction factor anddREk1

* and pk are the one-term

Richardson extrapolation~RE! estimates for error and order of
accuracy defined by

Ck5
r k

pk21

r
k

pkest21
(3)

dREk1

* 5
«k21

r k
pk21

(4)

pk5
ln~«k32

/«k21
!

ln~r k!
(5)

rk is the kth input-parameter~e.g., grid spacing or time step! uni-
form refinement ratio.«k are solution changes between medium
~2! and fine~1!, and coarse~3! and medium input parameter val-
ues corrected for iterative errors.pkest

is an estimate for the lim-
iting order of accuracy of the first term in the RE expansion as
spacing size goes to zero and the asymptotic range is reached so
that Ck→1. Usually approximation is made thatpkest

is the theo-
retical order of the numerical methodpkth

, e.g.,52 for a second-
order accurate method. Replacing equation~5! by

pk5
ln~«k32

/«k21
!

ln~r k21
!

2
1

ln~r k21
!

@ ln~r k32

pk 21!2 ln~r k21

pk 21!# (6)

enables use of equations~1! and ~2! for nonuniform refinement
ratio. Equation~6! corrects equation~31! in @2# for a typographi-
cal sign error.

2. The observed order of accuracy is not discarded, but used in
defining the correction factorCk ~3!, which is then used in defin-
ing a corrected one-term RE error estimate (5CkdREk1

* ) and un-
certainty estimates for uncorrectedUk ~1! and correctedUkc

~2!

solutions, as shown above and in detail in@2#. Correction factors
provide a quantitative metric for defining distance of solutions
from the asymptotic range and approximately account for the ef-
fects of higher-order terms in making error and uncertainty esti-
mates. Correction factors originally based on confirmation studies
for 1-D wave @2# and 2-D Laplace equation analytical bench-
marks, which showed that the one-term RE error estimate~4! has
correct form, but one-term RE order-of-accuracy estimate~5! is
poor except in asymptotic range. Multiplication of~4! by Ck ~3!
provides improved error and uncertainty estimates. For uncor-
rected solutions, uncertainty estimateUk ~1! based on the absolute
value of the corrected error estimate plus the amount of the cor-
rection. For corrected solutions~i.e., corrected error estimate is
used both in sign and magnitude to define numerical benchmark
Sc5S2CkdREk1

* ), UkC
~2! based on the absolute value of the

amount of the correction.
3. Reference@4# shows that the correction factor approach is

equivalent to the GCI, but with a variable factor of safety~FS!,
which increases with distance of solutions from the asymptotic
range.Ck ~3! provides metric for estimating distance of solutions
from the asymptotic range:51 when solutions are in asymptotic
range;,1 when pk,pkest

; and .1 when pk.pkest
. For GCI ap-

proach, FS is constant for allCk : 1.25 for careful grid studies
otherwise 3. ForCk approach, FS varies linearly withCk with
slope 2~uncorrected solution! and 1~corrected solution! and sym-
metric aboutCk51. The intersection points betweenCk and GCI
approaches depends on value FS used in GCI, e.g., for FS51.25
intersection points areCk5(0.875,1.125) and~0.75,1.25! for un-
corrected and corrected solutions, respectively. When solutions
are between the intersections points~closer to the asymptotic
range!, GCI approach is more conservative thanCk approach.
When solutions are outside the intersection points~further from
the asymptotic range!, GCI approach is less conservative thanCk
approach. The previously mentioned analytical benchmarks con-
firmed the FS slope predicted by correction factors and admittedly
may not be best for all cases~an interesting topic for future re-
search!. Variable FS that increases with distance from the
asymptotic range is a ‘‘common-sense’’ advantage of correction
factor approach compared to GCI, especially for practical appli-
cations where solutions are often further from the asymptotic
range. In retrospect, correction factor approach has similarities to
that proposed by Celik and Karatekin@5#, who in present notation
proposeUC& K5uCkdRE* u ~equivalent equation~9a! of @5#!. UC&K
is similar to correction factors forCk.1 in providing variable FS
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which increases with distance from the asymptotic range; how-
ever, less conservative than correction factors which includes the
amount of the correction. Also, forCk50 UC&K suffers 50% un-
certainty and forCk,1 gives an unacceptable result of FS,1.
Figure 1 compares FS predicted by correction factors, GCI, and
UC&K.

4. Our claim of GCI being more conservative for solutions
closer to asymptotic range andmore importantlyless conservative
for solutions further from the asymptotic range in comparison to
correction factors is based on our comparison of factor of safety
for both approaches, as discussed above as well as comparisons
between two approaches for analytical and numerical benchmarks
and practical applications. The cases in@3,4# are practical appli-
cations with solutions further from the asymptotic range, espe-
cially @3#; therefore, correction factor uncertainties are more con-
servative than GCI. For the Series 60 model ship@3#, verification
results were obtained on four grids wherein for the finer three
grids pG54.4 (CG53.7) and for the coarser three gridspG
52.3 (CG51.3) for the total resistance coefficient. In the former
case, the GCI approach withFS51.25 estimates uncertainties
which are smaller than the correction factor approach by a factor
of roughly five. If FS53 is used, the GCI approach estimates
uncertainties which are smaller than the correction factor ap-
proach by a factor of roughly 2. For the 5415 surface combatant
@4#, verification results were obtained on three grids and both
correction factor and GCI give similar results for the total resis-
tance coefficient sinceCk50.8 is near the intersection of the two
approaches. Ebert and Gorski@6# showed that the correction factor
approach is reasonable for pk.pkest

, but not for pk,pkest
where

Ck uncertainty estimates indicated insufficient conservatism.
Present revisions no longer have this deficiency, as previously
discussed.

For analytical benchmarks, as already mentioned, 1-D wave
and 2-D Laplace equations originally used to test verification
methods. Analytical benchmarks are ideal for confirmation of
verification procedures since the exact solution known analyti-
cally and modeling errors are zero such that numerical errors can
be determined exactly; however, analytical benchmarks are re-
stricted to simple problems. For the 1-D wave equation, verifica-
tion results obtained on 10 grids withCk values for maximum
wave amplitude in the range 0.5<Ck<1. For the uncorrected
simulation, both Uk and GCI ~with FS51.25) banded the true

error with the latter more conservative. The corrected simulation,
UkC

banded the true error, whereas GCI~extended for use with
corrected solutions! failed to band the true error for the two coars-
est grids. Verification results on 6 grids for the 2-D Laplace equa-
tion with constant Dirichlet boundary conditions showedCk val-
ues at a fixed point in the range 0.8<Ck<1.0. For the uncorrected
simulations, both Uk and GCI ~with FS51.25) banded the true
error with the latter more conservative for solutions closer to the
asymptotic range and less conservative for solutions further from
the asymptotic range. For the corrected simulation, bothUkC

and
GCI banded the true error. More recently, verification results were
obtained for the Blasius boundary layer analytical benchmark@7#,
on 5 grids withCk values for the axial velocity profile at quarter-
plate in the range 0.75,Ck,5.0. For the finest grid triplet, both
Ck and GCI approaches band the true error, but for the coarser
grid triplets, the GCI approach failed to band the true error for the
inner part of the boundary layer. Results also showed difficulties
for complex nonlinear analytical benchmarks such as the necessity
of restricting the analysis to the region of flow for which boundary
layer theory is valid.

In preparation of the present discussion, additional comparison
of verification procedures used analytical benchmark data for 2-D
Laplace equation with linear/logarithmic varying Dirichlet bound-
ary conditions from@8# and numerical benchmark data for k-«
model turbulent flow backward facing step from@5#. Numerical
benchmarks use grid-independent solutions to estimate the nu-
merical benchmarkSC and numerical errordSN* as the difference
between the fineSk1

and grid independent solutionsdSN* 5Sk1

2Sc . Numerical benchmarks are not restricted to simple prob-
lems; however, are less-ideal than analytical benchmarks for con-
firmation of verification procedures since assumptions must be
made that benchmark solution is without numerical error and
modeling errors are same for all solutions both of which are sus-
pect for complex problems. Results for the former are similar to
previously discussed 2-D Laplace equation results. Note that for
both 1-D wave and 2-D Laplace equation cases the UC&K ap-
proach fails to bound the true error sinceCk,1 for reasons dis-
cussed previously. Results for the latter, show that for the uncor-
rected solution both correction factor and UC&K approaches with
pkest51 bound the estimated error with correction factors more
conservative, whereas the GCI approach~with FS51.25) fails to
bound the estimated error~based on previously published ‘‘grid
independent’’ solutions with same turbulence model! for the finest
and a medium grid. For the corrected simulation, both correction
factor and GCI approaches fail to band the estimated error. Re-
sults were also obtained for the correction factor approach with
pkest52; since,@5# uses the hybrid numerical method with vari-
able pth between 1 and 2. For the uncorrected simulation, correc-
tion factor trends are similar to GCI, but more conservative. For
the corrected simulation, the correction factor approach bands the
estimated error, except on the finest grid. In@5#, UC&K and GCI
~with FS53) are compared showing latter more conservative than
former; however, for such careful grid study GCI with FS51.25 is
more appropriate.

Data and figures showing comparisons of correction factor,
GCI, and Celik and Karatekin verification methods for aforemen-
tioned analytical and numerical benchmarks are available from the
authors upon request.

The overall results show that when solutions are closer to the
asymptotic range both correction factor and GCI approaches pro-
vide reasonable results, although the GCI approach may be over
conservative in comparison to the correction factor approach.
When solutions are further from the asymptotic range, as is often
the case with practical applications, correction factors have the
advantage of increased factor of safety and GCI approach may be
under conservative in comparison to the correction factor ap-
proach. The Celik and Karatekin@5# approach is reasonable for
Ck.1 although less conservative than correction factor approach
and not reasonable forCk<1.

Fig. 1 Factors of safety for correction factor, GCI, and Celik &
Karatekin †5‡ verification methods

Journal of Fluids Engineering JULY 2004, Vol. 126 Õ 705

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5. Strictly speaking, the corrected solution~i.e., simulation cor-
rected using deterministic estimate of sign and magnitude of nu-
merical error! will not satisfy the same conservation properties
~e.g., mass and momentum! as the uncorrected solution. However,
if solutions close to the asymptotic range one would expect the
correction and the lack of conservation for the numerical bench-
mark solution to be small. Situations that might prevent correction
of the solution include variability in the observed order of accu-
racy, lack of complete iterative convergence, and solutions further
from the asymptotic range. Situations also exist when it is useful
to make use of the corrected solution. Confirmation of verification
procedures using numerical benchmarks in which the corrected
solution is assumed without numerical error and modeling errors
are assumed same for all solutions@9# and for practical applica-
tions as aid in assessing modeling errors when monotonic conver-
gence established for multiple grid triplets and/or iterative conver-
gence and resource issues for very fine grids@3,4#. Furthermore,
the concept of deterministic error estimate for simulations seems
appropriate and been advocated by others. We agree with the ca-
veat that it is only useful as a deterministic estimate under certain
circumstances~i.e., solutions sufficiently close to the asymptotic
range! and in this case, the uncertainty estimate based on an esti-
mate of the error in that estimate. We never claimed using the
corrected solution addresses the criticism that the numerical error
is deterministic and not stochastic.

We disagree with Dr. Roache’s formulation for estimating the
uncertainty of corrected solutions; since, the amount of conserva-
tism is a function of grid refinement ratio and forr k,A2 gives the
unacceptable result that the uncertainty in the corrected solution is
larger than the error in the uncorrected solution. Therefore, we
recommend the revised correction factor uncertainty estimates for
the corrected solutionUkC

~2!. The revised uncertainty estimates
given by equation~2! may improve the Eca and Hoekstra@8#
results showing that uncertainty estimates for the corrected solu-
tion from the correction factor approach do not bound the error for
the 2-D Laplace equation analytical benchmark. The data pre-
sented in@8# are insufficient to reproduce all their results. How-
ever, we are able to reproduce a subset of their results, which
show that correction factor corrected solution uncertainty esti-
mates bound the error, as we have also shown for the 2-D Laplace
equation.

6. We agree that analytical benchmarks are useful to confirm
verification procedures; however, we disagree that the ensemble
of problems in@10# or data of@9# provide statistical evidence for
establishing 95% confidence level. We find no statistical distribu-
tions in @9# or @10# while @10# assumes normal distributions with
the claim that twice the standard deviation leads to a 95% confi-
dence level with no supporting evidence. Truncation errors are
systematic errors with strong spatial and temporal correlations;
therefore, we do not expect errors for single problems~i.e., indi-

vidual user, code, model, grid-type, etc.! to display normal distri-
butions. One must consider issues of replication level, as with
experimental uncertainty analysis. Recently, authors have pro-
posed a method for establishing probabilistic confidence intervals
for CFD codes@11# using N-version testing@12# wherein multiple
codes or users, models, grid types etc. for specific benchmark
applications are used to establish normal distributions.

7. We do not understand how you can accuse us of ignoring
issues related to erroneous identification of monotonic conver-
gence when we specifically provided discussion in@2–4#, includ-
ing reference to@13#. We have also extensively discussed in@2–4#
a minimum of three solutions are required for verification studies
and desirability and issues for obtaining more than three solutions,
including reference to@8#. We are indebted to Dr. Roache for
pointing out the possibility of the oscillatory divergence conver-
gence condition and to Professor Celik for pointing out his dis-
cussion in@5# of oscillatory convergence.
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Engineering Erratum

Erratum: ‘‘An Experimentally Validated Model for Two-Phase Pressure Drop in
the Intermittent Flow Regime for Circular Microchannels,’’
†Journal of Fluids Engineering, 2002, 124, pp. 205–214‡

S. Garimella, J. D. Killion, and J. W. Coleman

1. By convention, most of the equations in this paper treat pressure drop as a negative value. For consistency, the following equations
should have the negative signs added as shown below:

S dP

dx D
slug

52
0.3164

Reslug
0.25

rLUslug
2

2Dh
(1)

S dP

dx D
f /b

52
0.3164

Rebubble
0.25

rV~Ububble2U interface!
2

4Rbubble
(2)

DPone transition52rL

~Uslug2Ufilm!2

2
(3)

DPone transition52rLS 12S Rbubble

Rtube
D 2D ~Uslug2Ufilm!~Ububble2Ufilm! (4)

2. In addition, Eq.~33! above had a factor of 2 in the denominator, which should be removed, as shown above.
3. The value of the coefficient,a, in Eq. ~35!, currently listed as 2436.9 in the text following the equation, should be changed to

a52.4369.
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Erratum: ‘‘An Experimentally Validated Model for Two-Phase Pressure Drop in
the Intermittent Flow Regime for Noncircular Microchannels,’’

†Journal of Fluids Engineering, 2003, 125, pp. 887–894‡

S. Garimella, J. D. Killion, and J. W. Coleman

1. By convention, pressure drop is treated as a positive value. Therefore, Eq.~11! should be as follows, i.e., without the negative sign
on the right-hand side:

U interface5
~dP/dx! f /b

4mL
~Rtube

2 2Rbubble
2 ! (5)

2. The expression for pressure drop due to the film-slug transition, Eq.~19! had a factor of 2 in the denominator, which should be
removed, as shown below:

DPone transition5rLS 12S Rbubble

Rtube
D 2D ~Uslug2Ufilm!~Ububble2Ufilm! (6)

3. The value of the coefficient,a, in Eq. ~21!, currently listed as 2436.9 in the text following the equation, should be changed to
a52.4369. For Eq.~24!, the coefficient should be:a50.9965 instead of 996.5.
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