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The 8™ International Symposium on Gas-Liquid Two-Phase Flows took place during the
ASME/ISME Joint Fluids Engineering Division Summer Meeting held July 6-10, 2003 at the
Sheraton Waikiki Hotel, Honolulu, Hawaii, and was sponsored by the Multiphase Flow Technical
Committee of the ASME Fluids Engineering Division and the Japan Society of Mechanical
Engineers (JSME). Over the last 18 years, this symposium has regularly appeared, approximately
every other year, in ASME conferences. Its scope has been as broad as its name implies, offering
a forum for the presentation and discussion of gas-liquid research work covering the range of the
spectrum from theory and fundamentals to experimentation and applications.

During this eighth incarnation, the symposium included 49 papers distributed over 11
sessions and an additional panel discussion session dedicated to “Open Questions and New
Directions in Gas-Liquid Flows.” As in the past, a broad range of topics was covered. Among
these, Bubbly Flows had a prominent presence with 13 papers (3 sessions) predominantly
covering experimental work on single-bubble or bubble-chain dynamics, bubbly flows in pipes,
channels and bubble columns, as well as bubbly flows in more complex geometries such as
sudden duct expansions and around cylinders confined in channels. Two keynote papers in this
area addressed issues of bubble clustering near the walls in bubbly channel flows (So et al.,
FEDSM2003-45387) and a review of modern imaging and pulsed-light velocimetry measuring
techniques in bubbly flows (Sommerfeld and Broder, FEDSM2003-45794). A substantial group
of eight papers (two sessions) addressed Computational Methods for the Simulation of gas-liquid
flows and their applications, covering novel schemes that incorporated level-set, characteristics-
matching and preconditioning methodologies and offering numerical simulation results on the
motion of free-surfaces and flows of practical interest and complexity such as boiling flows
during the quenching of engine blocks. A keynote paper in this area discussed an improved
implementation of a level-set method in three dimensions (Takahira et al., FEDSM2003-45389).
Applications of gas-liquid flows to Complex and Industrial Systems were strongly represented by
10 papers (two sessions) covering phase-separation technology and swirling flows relevant to the
oil industry, flows in rod-bundle geometries relevant to the nuclear industry, two-phase flow
development during depressurization of liquid filled industrial vessels, flow measurement in
automotive air-conditioning heat exchangers and in rapidly rotating annular systems as well as
two-phase flow characteristics in helically coiled tubes. Gas-Liquid flows in micro-scale
geometries are a rapidly emerging area of research interest and were addressed by five papers
(one session) predominantly dealing with flows in micro-channels. Three papers dealing with the
stochastic representation of droplet motion in annular flows, swirling spray combustion LES and
wake disappearance in multiphase flow, represented droplet flows. A keynote paper completed
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one session in this area (Theofanous and Dinh, FEDSM2003-45371) providing a review of the
aerobreakup field while presenting interesting new insights into the mechanisms occurring under
rarified supersonic conditions. Theory and Modeling of gas-liquid flows was covered by one
session with four papers that addressed modeling of thin liquid films on inclined surfaces, lift and
dispersion forces in bubbly flows, and liquid film formation and entrainment generation in
horizontal annular flows (keynote paper by Fukano, FEDSM2003-45815). The five papers of the
last session of the symposium addressed issues in non-bubbly flow regimes such as turbulence
modification in annular flows, application of real time electrical tomography to phase detection
and measuremnt, air-oil flows through sudden expansions, the effect of surfactants on the slug
flow regime, and measaurement of interfacial area concentration in this regime.

During the symposium review process, a group of papers was recommended by the
symposium reviewers for an accelerated review towards publication in the Journal of Fluids
Engineering. Ten of these papers follow this introductory editorial in this special issue of the
Journal of Fluids Engineering, and cover the breadth of experimental, computational and
modeling work in gas-liquid flows.

The first group of papers consists of predominantly experimental investigations. The
leading paper by Theofanous et al. provides original observations of interfacial phenomena and
mixing patterns during the breakup of Newtonian liquid drops, when these are impulsively
subjected to a high-Mach number rarified airflow environment. This study covers a wide range of
Webber numbers, identifies several breakup regimes and associated transition criteria, and offers
qualitative and quantitative insights into interfacial phenomena and breakup mechanisms
occurring during the aerobreakup of liquid drops.

Air-water downward flow is the object of the second and third papers. Kim et al. identify
regime transitions in such flows by employing a novel combination of an impedance-based void
meter and neural network method. They demonstrate that, unlike vertical upwards flow, regime
transition boundaries in co-current downward flows are strongly dependent on pipe diameter. The
paper also presents local measurements of void fraction, interfacial area concentration and bubble
velocity and size. Experimental results are analyzed in the perspective of the drift flux model and
the authors present new correlations for the distribution parameter that can be useful in applying
the drift flux model in practical gas-liquid flow systems. The paper by Sun et al. focuses on local
measurements in vertical-downwards, dilute air-water bubbly flows through the use of Laser
Doppler Velocimetry for the liquid velocity and miniaturized conductivity probes for the bubble
velocity and void fraction. They observe off-center liquid mean velocity maxima and flatter mean
liquid velocity profiles in two-phase flow relative to the single-phase flow counterpart. The liquid
fluctuation intensity is shown to increase with increasing average void fraction especially at low
superficial liquid velocities. An estimate of the distribution parameter and drift velocity is also
provided as relevant to a practical application of the drift flux model.

The fourth paper of this group investigates two-phase flow in micro-channels, a topic of
recent and growing research interest. Chung et al. identify flow regimes and transition boundaries
for both square- and circular-cross section micro-channels, demonstrating a significant
dependence of the regime transition boundaries on the shape of the channel cross section.
Although gas and liquid superficial velocities are varied over two orders of magnitude, bubbly,
churn and purely annular flows are not observed. Measurements of void fraction indicate that an
empirical correlation developed from circular micro-channel data is equally successful in
predicting void fraction from volumetric flow ratio in the square micro-channel. Measurements of
frictional pressure drop are used to verify that the Lockhart-Martinelli correlation with a modified
correlation constant performs well in predicting the experimental data for both circular and square
micro-channels.

The last paper of this group by Oropeza-Vasquez et al. presents the experimental
investigation and evaluation of a liquid-liquid cylindrical cyclone separator developed for oil-
water separation as needed by the oil-industry. The device achieves effective water content
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reduction of an oil-water mixture. A mechanistic model for the prediction of separation efficiency
is presented for use in design and performance analysis of such industry-relevant systems. The
performance of this model is successfully validated through comparisons with the results of
experimental tests.

The second group of papers covers theoretical and computational aspects of gas liquid
flows. The first paper of this group by Podowski and Kumbaro addresses theoretically both
stationary and moving liquid films on inclined solid surfaces from vertical to horizontal. The
authors develop analytical expressions for the distribution of the thin liquid film thickness on
inclined solid surfaces on the basis of first principles. Their results cover the full range from the
liquid free surface to the disjoining-pressure-dominated (asymptotic) region. In the case of
moving surfaces, an elegant derivation of an analytical solution for the thin film evolution is
presented and a clear explanation of why liquid film thickness is normally beyond the range of
Van der Waals forces is given.

The second paper of this group focuses on the modeling of dispersion and lift forces for
use in simulations based on a two-fluid model. The turbulent dispersion model of Lopez de
Bertodano et al. is based on a Bolzman-type kinetic transport equation. The two-fluid model is
tested for a bubbly jet with 1-mm bubbles and shown to yield satisfactory results in the jet far
field through comparisons with experimental data. The sensitivity of the results to the lift
coefficient is shown not to be significant. This work provides a first assessment of the
performance of the two-fluid model in a free shear dispersed gas-liquid flow.

Takahira et al. present a three-dimensional level set method for the simulation of high-
density ratio flows in the third paper of this group. The conservation equations are solved using a
fractional step method on a non-staggered grid and a semi-implicit time stepping scheme. The
authors improve the stability of the algorithm by improving the treatment of the convection terms,
the interpolation method used to obtain the volume flux on the computational cell faces, as well
as the Poison solver for the pressure. The mass conservation performance of the algorithm is also
enhanced through an improved reinitialization procedure for the level set function. The scheme is
shown to perform very well for test problems involving bubble coalescence and a bubble bursting
through a free surface, and holds good promise for high-density ratio two-phase flow simulations.

The fourth paper of the group by Nourgaliev et al. pursued the same goal as the previous
paper for compressible multi-fluid, high density-ratio problems by introducing an original and
very promising approach. The authors introduce a novel algorithm referred to as “characteristics-
based matching” (CBM) to capture a moving boundary condition. The scheme is based on a level
set method and a *“Ghost Fluid Method” strategy to tag computational nodes. The boundary
conditions are implemented through a characteristic decomposition in the direction normal to the
boundary. The CBM method suppresses over and under-heating errors and is shown to yield very
good results in a broad variety of multi-phase test problems.

Shin et al. present a two-dimensional numerical algorithm for the simulation of gas-liquid
flows in the last paper of the series. The authors use a finite-difference Runge-Kutta method
employing Roe’s flux difference splitting and MUSCL-TVD schemes. Preconditioning is used to
extend the functionality of the algorithm to nearly incompressible flows. Simulation of several
cavitating test flow problems are carried out using a homogeneous cavitation model. The
algorithm performance is successfully validated at low Mach numbers through comparison of the
computational cavitation results with experimental data.

The co-organizers of the eighth international gas-liquid flow symposium would like to
thank the authors of the papers in this special issue of the Journal of Fluids Engineering for their
interesting contributions, as well as the reviewers who contributed their time, experience and
constructive criticism towards the improvement of the quality of these papers.

On behalf of the symposium co-organizers,
Dimitris E. Nikitopoulos
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PANELIST COMMENTS ON: OPEN QUESTIONS AND NEW DIRECTIONS IN GAS-LIQUID FLOWS

Summaries of the ideas and discussion contributed by the panelists are presented
in this article. Each panelist has contributed under a separate title in order to preserve
the individuality of the opinions and visions expressed on the subject.

Tickling Gas-Liquid Flows

Andrea Prosperetti

Department of Mechanical Engineering

The Johns Hopkins University

Baltimore, MD 21218, USA.

Faculty of Applied Physics, Twente Institute of Mechanics, and Burgerscentrum,
University of Twente, AE 7500 Enschede, The Netherlands

While certainly there are many new important and promising directions into which
multiphase flow research can be extended (micro-devices, processing, the environment),
in my mind flow regimes still remain the key unsolved problem. For perfectly
legitimate reasons, much of the past research has been centered on the study of
processes occurring in flows and under conditions of direct practical interest. It is my
impression that it would be useful to adopt the approach used in medical animal
research in which, in order to understand the system, the organism is perturbed so much
as to be often killed. In other words, it may be profitable to shift attention from
situations encountered in practice to highly artificial ones, which are not of direct
interest in themselves, but may nevertheless reveal the underlying physics. It is in this
spirit that I propose the following experiments.

Bubbly/slug flow transition. According to some scenarios, a bubbly flow transitions to
slug flow when the void fraction exceeds a certain threshold. A way to cause this void
fraction increase is to generate a bubbly flow in a pressurized tube and release the
pressure to expand the bubbles. Is there a threshold for transition? How long does it
take? What is the role of bubble size? Bubble size can be controlled pretty well e.g. by
simply using salt water. Another worthwhile experiment (which has already been
attempted, but which could probably stand repetition and extension) is to generate void
fraction and pressure waves at the bottom of a bubbly column.

508 / Vol. 126, JULY 2004 Copyright © 2004 by ASME Transactions of the ASME
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Slug stability. The same device can be used to study the stability of long bubbles: when
the pressure falls, the bubble will elongate. What happens then? Does it break up? Two
bubbles would both expand: do they get closer? Do they coalesce?

Horizontal stratified/slug transition. In a stratified flow, one could use a wave-maker
submerged in the liquid to investigate the role of surface roughness in the transition. An
insert could taper the available gas space and gradually increase its velocity. A long
time ago, Jean Fabre (Toulouse) suggested that this transition could be affected by
secondary flows generated in the cross-section of the tube due to the roughening
influence of surface waves. These secondary flows may in some sense be similar to the
Langmuir cells at the ocean surface. The surface roughness would be dependent on the
local liquid depth, which could be controlled in a number of ways, e.g. by an insert on
the bottom of the tube shaped so as to vary the wave amplitude in different parts of the
cross section.

Atomization. The onset of atomization is likely related to the amplitude of surface
waves. In a horizontal flow, rather than relying on naturally occurring waves, one could
artificially generate them with a submerged wave-maker, or small, submerged vertical
jets. For example, for the same gas velocity, it should be possible to investigate whether
a threshold exist for the onset of entrainment.

Flow regime transition has proven to depend on very subtle physical mechanisms which
are not easily understood or identified. Progress in Science has often relied on the
generation of unusual situations in the laboratory studied not because they actually
occur in practice, but because they help elucidate the mechanisms at work in the
systems of interest. It may be time to have a greater recourse to this attitude than has
perhaps prevailed in the past. Learn from the doctors: kill the patient!

Towards Strategic Research

Theofanis G. Theofanous

Center for Risk Studies and Safety
Departments of Chemical Engineering

and Mechanical & Environmental Engineering
University of California

Santa Barbara, CA 93106

Gas-liquid flow is at a critical juncture of its development as a subject.
Knowledge islands created during the past fifty years have brought us to a point where
sporadic, often practice-driven studies are unlikely to significantly improve basic
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understanding, generalization and predictive capability. The opportunity is open to enter
the phase of development of the subject as a scientific discipline. What is needed is a
new vision and a research agenda that can rise to the challenge. We can expect that
opinions on how to best accomplish this, colored by interests, would differ. Here are
my views on what is important at this high level of definition. I will address it in terms
of conceiving, nurturing, and keeping on track such an endeavor.

(a) Conception. The essence of the subject is Flow Regimes — the space-
time distribution of phases and their length scales. This has always been, and
remains THE Open Question.
(b)  Nurturing. Viewed as Flow Regimes the subject falls into the realm of
complexity — self organization, adaptation, emergent behavior. Accordingly
resolution requires very special efforts. Never having been realized as THE
main thrust, this should be the dominant consideration in defining New
Directions. ,
(c) Operational Framework. Even if we all were to agree on the above, we
would still have to face the choice of strategic steps appropriate to achieving a
pertinent degree of focus over such a broad domain of scientific and practical
needs. And even if this was agreed upon, we would still need effective means
for communication and debate, appropriate incentives both for synergisms and
independence, and track records that would foster responsibility and
accountability over the whole spectrum of activity, from providing advice to
making decisions.

In my opinion it is this third aspect that has been, and is likely to remain, a
critical missing link to success. To put it differently, in an otherwise favorable technical
situation (however hard, but enabled with modern advances in physics, mathematics,
and digital technologies — computation, instrumentation) the principal impediment I see
is human factors related, over the whole spectrum of those involved, from the researcher
to administrative personnel in various industries and governmental agencies.

Significant change in this respect would require the great and focused attention
arising from an overwhelming need, such as that of Nuclear Safety in power reactors in
the seventies. Rather, the situation now is one of comparatively low level, but highly
diversified/diffuse needs, of commercial significance for the most part. To create a
focus in this environment, a focus that is helpful to all, would require an enormous
amount of leadership and risk taking. Previous sporadic efforts indicate that odds for

success are not favorable.
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To address Flow Regimes properly we would need an unrestricted view of the
multidimensional, multiscale, and in come cases (boiling and burnout, cavitation, etc.)
even multiphysics aspects of multiphase flow. This in turn would require the
synergistic, adaptable use of precise and detailed measurements and a panoply of
theoretical and computational tools (from direct numerical simulation to effective field
models), in wisely-conceived, scrupulously-controlled, and independently verified
experiments. The task of uncovering the organizing principles, that is, the dominant
features of the flow that create organization, involves much, much more than showing
the agreement of an analytical or numerical model with selected features of a flow, in
selected experiments. It needs a much more developed (than what has been the case in
the past) sensibility on matters of falsification (as Karl Popper would say), for this is
just as powerful a force for progress as are new ideas or concepts that purport to explain
nature. This is the path to resolving complexity, and it is for this reason that an
Operational Framework, as noted above, is absolutely essential.

Let us call this strategic research. It could be an important complement to
individual investigator, ad hoc inspired efforts that marked the landscape in the past. A
recent DOE Basic Energy Science workshop [1] came up with a whole list of such
specific scientific issues in multiphase flow. It also led to a vision for pursuing strategic
research on Flow Regimes [2]. Briefly, the idea is that consideration of “steady, fully-
developed gas-liquid flows in conduits”, and “mixing flows” (including heat transfer
and phase change) can be viewed as the canonical elements, and starting points, of an
approach for anchoring a general quest for capability that would eventually address
multidimensional, unsteady flows in general.

In my view, the overwhelming need is that we do not continue to lose the forest
for the trees, and this is why I chose to approach the subject of this panel in the manner
outlined above. In these metaphorical terms, complexity, that is, the forest being much
more than the sum total of its trees, makes this view even more imperative. For
completeness I should conclude by noting that key influences on these views are recent
experiences in the very old subject of Boiling and Burnout [3], and a rather new one on
Compressible Multihydrodynamics [4], as well as my experiences with the Institute for
Multifluid Science and Technology (IMuST, www.crss.ucsb.edu/imust)
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Multi-Scale Dynamics in Bubbly Flow
Yoichiro Matsumoto

Department of Mechanical Engineering

The University of Tokyo Hongo, Bunkyo-ku
Tokyo 113-8656, Japan

Bubbly flow has multiple structures in terms of time and spatial scales. The
macro-scale flow structure in bubbly flow is affected by both mezzo-scale and micro-
scale phenomena. A multi-scale analysis is required to solve bubbly flows reasonably.
It is well known that a very small amount of surfactant can drastically change the
terminal velocity of a bubble. When the liquid is contaminated, the bubble motion is
affected by the Marangoni effect due to the variation of surface tension along the bubble
surface caused by the gradient of the contaminant concentration. Numerical results
reveal that the flow pattern around the contaminated bubble becomes similar to that of a
rigid particle and the drag coefficient increases from that of clean bubble to that of rigid
particle.

An example of a bubbly flow where the mezzo-scale phenomena can be clearly
observed is the rise of bubbles in quiescent contaminated water. There is much to be
learnt on the subject by conducting Direct Numerical Simulations (DNS) on
fundamental flows such as this. We have adopted this approach, and the Navier-Stokes
equations by the finite difference method and tracking the bubble motion within a
rectangular grid system. The relation between drag coefficient, Reynolds number and
void fraction is thus investigated at moderate Reynolds numbers. Present results on void
fraction dependence on the drag coefficients show good agreement with experiment and
theory. Information on the turbulence structure and related averaged quantities in a
multi-bubble system is obtained from simulations of the flow around swarms of
spherical bubbles rising in a periodic box, leading to conclusions such as that the
turbulent energy in the surrounding liquid increases with the void fraction.

To simulate large-scale, more realistic turbulent bubbly flows Large Eddy
Simulations (LES) become necessary. This requires application of Sub-Grid Scale
(SGS) modeling in bubbly flows. Currently we are carrying out two-fluid LES under the
same conditions as the DNS of bubble swarm motion in quiescent liquid for
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comparisons and validation. Constitutive equations, where not only SGS stresses but
also boundary conditions of the pressure and the vorticity on the interface are taken into
account, are derived for the LES. The energy spectrum obtained by the present bubbly
flow model reproduces the DNS result well. In contrast, the result by the conventional
model, where the SGS stress and the boundary conditions on the interface are neglected,
shows considerable differences relative to the DNS one.

The development of SGS models for conducting LES in bubbly flows is a topic
of considerable interest and still an open problem. Conducting DNS on simpler bubbly
flows including the essential physics is a very useful tool in aiding this development.

Drag and Lift Forces Acting on Bubbles
Akio Tomiyama

Faculty of Engineering, Kobe University
Rokkodai, Nada, Kobe 657-8501

Japan

Drag and lift forces acting on single bubbles are of fundamental importance in
modeling gas-liquid two-phase flow phenomena. Even after several decades’ efforts,
our knowledge on them is still rudimentary due to the presence of time-dependent gas-
liquid interfaces and the nonlinearity intrinsic to fluid motion. As an example, it has
been believed that the balance between the drag and buoyancy forces uniquely
determines the terminal velocity of a single bubble in stagnant liquid. However, it has
emerged out of recent experimental works [5], [6] that one can easily obtain various
terminal velocities and shapes just by slightly changing the way of bubble release. It has
been also pointed out that the instantaneous bubble shape uniquely determines the
instantaneous rise velocity of a bubble in a low viscosity system [5]. Though a single
bubble is a trifle entity in practical bubbly flow systems, the presence of multiple states
in terminal velocity and shape might be one of the dominant sources of the diversity in
bubbly flow. Physical explanation of multiple terminal conditions, therefore, has to be
made in the near future.

The same applies to the lift force, which plays a significant role in the transverse
motion of a bubble. Due to the highly complex nature of the lift force, most of the
research on it has been restricted to the simplest case, i.e., the lift force acting on a
bubble in a simple shear flow. According to a semi-theoretical model for a spherical
bubble [7], the lift coefficient C; increases up to more than 10 as the bubble Reynolds
number decreases. On the other hand, measured data showed an opposite tendency [8].
It is recently confirmed by our recent experiments that the cause of this discrepancy is
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the bubble shape, that is, a slight departure from spherical bubble shape results in a
large difference from C; of a spherical bubble.

The aforementioned two examples clearly demonstrate that the time-dependent
bubble shapes and nonlinearity would cause the diversity even for the motion of a single
bubble in a simple flow condition. Despite the fact that the problems with respect to
single bubbles and drops are old, it is also true that they are still open to question due to

the diversity.

Two-Phase Flow in Microchannels
Masahiro Kawaji

University of Toronto

200 College Street

Toronto, Ontario M5S 3E4

Canada

Microchannels with 1 ~ 200 um diameters embedded in thin plastic and glass
plates or silicon wafers are used in lab-on-a-chip devices, micro-reactors, Micro Total
Analysis Systems (UTAS), MEMS, micro-heat exchangers, and so on. Many novel
applications are being developed, e.g., insulin delivery by atomization, sperm selection,
and various types of sensors and analytical systems for use in biomedical engineering,
health care, chemical production, environmental analyses, among others. It is a new
field that bridges the gap between the conventional technology and nanotechnology.
Fortunately, our current knowledge of transport phenomena and reaction engineering is
applicable to microchannels, however, some new physico-chemical phenomena need to
be better understood including the effects of an Electric Double Layer, wall roughness,
and greater heat dissipation in channel walls. In addition, microchannel flows are
predominantly laminar for both phases, lack mixing which may be both problematic and
advantageous.

At the First International Conference on Microchannels and Minichannels held
in Rochester, NY, in April, 2003, 185 participants came from around the world. There
were more than 100 papers presented that covered adiabatic two-phase flow, boiling,
condensaﬁon, micro heat exchangers, microfluidics, and device fabrication. The activity
level is high, and more papers are expected at the next Conference in 2004.

The challenges facing the microfluidics and microchannel two-phase flow
research include the development of microscale devices such as pumps, valves, heat
exchangers, as well as new measurement principles, sensors and control devices. Due to
the small size, many conventional technologies are not directly applicable, and new
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methods based on optical and microfabrication techniques need to be fully utilized. For
gas-liquid two-phase flow studies in microchannels, measurement of extremely low gas
and liquid flow rates is challenging, and for heat transfer studies, measurements of local
fluid and channel wall temperatures and heat flux require advanced instrumentation.
The effects of surface wettability and fluid properties on two-phase flow characteristics
as well as flow rate distributions in micro heat exchangers, thermal and hydraulic
aspects of PEM fuel cells with small flow channels are additional topics that need to be

investigated in connection with the microchannels.
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tonian liquid drops suddenly exposed to rarefied, high-speed (Mach 3) air flows. The
T. N. Dinh experimental approach allows for the first time detailed observation of interfacial phe-

o nomena and mixing throughout the breakup cycle over a wide range of Weber numbers.
Key findings are that Rayleigh-Taylor instability alone is the active mechanism for
freestream Weber numbers as low as 28 for low viscosity liquids and that stripping rather
than piercing is the asymptotic regime as We. This and other detailed visual evidence
over 26<We< 2,600 are uniquely suitable for testing Computational Fluid Dynamics
(CFD) simulations on the way to basic understanding of aerobreakup over a broad range
of conditions. [DOI: 10.1115/1.1777234
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Introduction simulations produce an inverted “cup” shap@]. A most recent
attempt by Han and Tryggvasdii] seems to have produced a
forms and breaks up into a cloud of smaller droplets at rates % 9 but their _'slmulatlons were limited to systems with small
- e ; iquid/gas density ratios, from 1.15 to 10. At higher Weber num-
snzeszthat depend principally on the Weber numb®e o5 direct numerical simulations face the significant challenges
=pgu°d/a, whereu is the gas velocityp, the gas densityd the  of resolution(wavelengths decreasand changes in topology at a
_drople_t dlameter, and the su_rface tension. The process is amazsery fine scaldlocal pinch offs and entrainment
ingly rich in phenomena, which again depends principally on the The work reported here developed as an aside from the main
magnitude of the Weber number, above some critical value Qﬁrpose of our experimental facility which was to study aero-
~10 needed for instability1]. The various regimes and key in-preakup of viscoelastic liquids at highly rarefied, highly super-
vestigations that led to their definition are summarized in Fig. $onic conditions. It benefited greatly from the pursuit of the needs
Brief explanations are provided in Appendix A. of our main task for high visual resolution, larger masses, and
Remarkable is that all these studies were carried out at présng observation times. It also benefited in more subtle ways from
sures not significantly varying from normal atmospheric pressurgperating at extremely low pressures and supersonic speeds. We
Also to be noted is that the high Weber number shock tube exere suddenly, and unexpectedly confronted with results that did
periments involved mildly supersonic flow speedgpically M not conform to long-held beliefs. We are now in a position to
~1.3), very high temperaturgsip to 1,000 K due to compres- question these beliefs. More importantly, we think our data and
sion behind the shock, and very small drops. As shown in Fig. ibterpretations provide a new entry point for basic understanding.
the time scales for breakup involved in the higleregimes(strip-  Our experimental approach provides a convenient pair of param-
ping and catastrophicre in the 100 s of microseconds, and theters(flow density and Mach numbgefor working incrementally
resulting droplets are of such small scale and large number densitjthe more complex domain of competing processes, and towards
as to obscure the view in what appeéasthe edges at leasis a a comprehensive understanding. We expect that direct numerical
very fine mist. simulations will provide a key aid to experiments in this quest.
Several attempts have been made toward a basic understanding

throu_gh analysis b_ut without defi_nitive results. The difficultiesl—he Alpha Facility
consist of accounting for competing phenomena. For example, ) ) ) o
Harper et al[2] in a very elaborate analysis tried to account for Our experiments were carried out in a supersonic wind tunnel
aerodynamic deformation together with Rayleigh-Tay(&-T) especially constructed to study aerobreakup of viscoelastic lig-
penetration on the windward surface, but they ignored the shedis- As illustrated in Fig. 2, the tunnel consists of a supply tank
stripping phenomena found experimentally to precede, and in fa%f‘,d _two receiving tanks_ connected via a yertlc_al, transparent test
co-participate with what was thought to be their “shattering” of€ction(101.6 mm in diametér A converging-diverging nozzle
“catastrophic” mode. The same can be said about the work ccelerates the flow to supersonic speeds—in the setup discussed
Joseph et a[:3], who tried to match apparent wavelengths such 1€, @ pressure ratio greater tha0 produces a flow Mach
those shown in Fig. 1 to a straightforward R-T analysis on %umt_)czer 3. The system can operate at any pressure level from
planar interface(without shear. Probably the only attempts to ~ 10 ~ down to~10"" atm.

identify regimes through competing processes were those ofAt the tee-junction, on the top, we can see the drop generator. It

Gel'fand[4] and of Patel and Theofano{is]; the former is em- Can produce asingle, well-defined drop, in the size range fr@m
pirical and inconclusive, while the latter remained at the ve m up_to 20 mm. Depending on the_ fluid and our |nteres't this
rough conceptual level. evice is selected among several options developed for this pur-

Attempts via direct numerical simulations at the low Webd?90S€- Thanks to the very low pressures, rather large drops can

number “bag” breakup regime, while tentative at this time, shO\X/e%\(;E thethnoczizle exitin perflectlyt.stapletspt;erltcal sthape. db
promise. The difficulty here is in that the inevitable interfacial en the drop crosses a location In the test section, sensed by

smearing interferes with the proper coupling of tangential stressaolcfzigztogegllh;hgee?uég;g?:t?nzeg#ggcg;?a;fgp\e/ef;psirgppe%i'\?essetis'n
the interface. Thus, it is well known that rather than “bag,” suc det in motion to break the diaphragm, and concurrently the pres-

Commibuted by the Fluids Endineering Division f biication in oA sure transducer signal monitoring equipment is activated. After
ontributed by the Fluids Engineering Division for publication in NAL ; [ K ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionSorne appropriate dEIay’ the hlgh Speed Cam ak Motion

May 27, 2003; revised manuscript received February 18, 2004. Associate Editg}.order Analyzer, Model SR-UItra, PS-11Gnd a SynChronized
J. Katz. copper-vapor laser are switched on. The camera typically operates

When a liquid drop is suddenly exposed to a gas flow it d
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Vibrational Bag

Wierzba [8] We ~10-14 d=2.6 mm WT Hanson et al. [10] We ~7-13 0.084 <d < 0.238mm ST
Gel’fand [4] We~16 d=0.35mm ST Krzeczkowski [11] We .~ 10 2.1<d<5.6mm WT
Gel’fand [4] We~13 d=0.09mm ST Wierzba [8] We .~ 12 d=2.2-3.9mm WT
Shraiber et al. [9] We ~7 d=4.8 mm NZ Hsiang and Faeth [12] We,~13 0.5<d<1.5mm ST
Gel’fand [4] We..~ 10 0.1 <d<2mm ST

Chou and Faeth [13] We. ~ 13 0.62 <d <0.85 mm ST

hirg

0 350 560 1100 1250 ps
Gel’fand [4], We=16

12 ms 14ms

9ms
Dai & Faeth [14], We=15

Bag and Stamen Shear or Stripping

Gel’fand et al. [15] Wei~30 02<d<1mm ST Gel’fand et al. [15] We .. ~ 80-120 02<d<1mm ST
Krzeczkowski [11] Wey~20 21<d<56mm WT Krzeczkowski [11] We .~ 63 2.1<d<5.6mm WT
Hirahara and Kawahashi [16] We,~20 02<d<0.6mm ST Hirahara and Kawahashi [16] We,~170 0.2<d<0.6 mm ST
Hsiang and Faeth [12] We.~35 05<d<15mm ST Hsiang and Faeth [12] We . ~ 80 0.5<d<1.5mm ST
Gel’fand [4] We,<40 02<d<2mm ST Gel’fand [4] We . ~ 40 0.1<d<2mm ST
Chou and Faeth [13] Wee~18 06<d<09mm ST Dai and Faeth [14] We .~ 80 0.5<d<0.8 mm ST

%

23 ms 94 ps 410 ps 26 ps

Hanson et al. [10], We ~ 15 Engel [17] Ranger and Nicholls [18]
We ~ 2500 We ~ 2400
Catastrophic or Shattering
Harper et al.[2] We .~ 10° (Theoretical)
Waldman and Reinecke [19] We o~ 10° 0.5<d<2.5mm ST
Simpkins and Bales [20] We o~ 10* 1.2<d<2.8 mm ST
Joseph et al. [3] We ~10*1.7x10° 2.5<d<29mm ST

T

TR
T

38 ps 48 ps  final stagé ~ 100 ps
Simpkins and Bales [20], We ~ 6 10* Waldman and Reinecke [19], We~10° Joseph et al. [3], We ~ 10*

Fig. 1 Breakup regimes obtained at or near atmospheric conditions. All experiments were carried out at subsonic or mildly
supersonic flow conditions. ST—shock tube, WT—Wind tunnel, NZ—Nozzle

at 2 kHz, while each frame is exposed to a single 15-30 ns lagke static pressure measured at the wall of the test section. The
pulse of extremely intense lighiOxford Lasers, LS20-50A measurements were carried out with piezoelectric transdi€ers
steady flow duration of-100 ms is obtained, while a typical runstler, Model 206, whose natural frequency is no less than 130
time at the low pressure conditions considered here4€ ms. KHz. Stagnation pressures were measured by holding the trans-
The overall physical arrangement of the facility can be seen in tdecer so that its face is normal to the flow direction. Both axial
photograph of Fig. 3. and radial traverses were possible with the help of a probe-like
The flow behavior obtained in ALPHA has been characterizeairangement(a rigid steel tubg supported from the top tee-
by means of detailed mapping of the stagnation pressure field, gadction.
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Fig. 4 Atypical flow transient in ALPHA as deduced from mea-

. ) ) surements of static and stagnation pressures
The stagnation pressure is related to static pressure and flow

Mach number of the freestream by the theoretical result,

202\ H(y-1)q 2
Ps :( (1+y°™ )7 Tl y+2M (1) Vapor pressure to be suitable for the highly rarefied conditions of
Po |4yM?+2(1-7) 1+y interest here. TBP is a Newtonian, water-like liquid with density/

eres A . )

which was found to accurately predict all our measuremgity ~ VISCOSIty f’; 0.978 gcm' */4cp, while for Glycerin we have
Atypical flow history based on the measured static and stagna26 gcm */13p. The drop diameter was held essentially con-

tion pressures, and E@l), is shown in Fig. 4. Both radial and Stant at 3.5:d<<4.0 mm for TBP drops and 37d<4.5 mm for

azimuthal variations in a central cylinder within radius of one-hafflycerin drops, and so was the flow speed at Mach The sonic
the test section radius were found to be negligible. In the axigiPeed for all test conditions was 200 m/s. Besides the two viscosi-
direction, the flow was found to decrease slovdye to friction ~ ties, the principal experimental variable was the gas density. This
from aM ~ 3 at the nozzle exit to M~ 2.7 (or 2 for the low end density, defined by the static pressure was controlled by the sup-
of the pressure range tesjgdst upstream of the tee-junction at aPly Pressure, and by ensuring an initial pressure réiapply/
distance of 1.8 m. The flow characterization work covered tHgCeivey of at least 50; that is somewhat greater than the theoret-
pressure range 144P,<4x 10° Pa. For lower pressures, we usdcal value of 37 needed for Mach 3 flow. The ranges covered in
detailed CFD simulationgof the whole tunnel benchmarked these experiments are-$0 *<py<10"* kg/m’ and 15<P,

against the experimental data over the pressure range for whick600 Pa. .
they are available. The Weber number based on free stream conditions turns out to

The static pressure is monitored in all experimental runs so 88 Within a few percent of the Weber number based on the flow
to positively qualify against spurious diaphragm/cutter operatiofitagnation pressur¢he pressure actually acting on the drop
2 2
u<d M<d P.d
e=Pom " _ L4 Po~ —

g ag

Experimental Results

2
The experiments reported here were run with Tributyl:

. . - hence, we believe it to be appropriate for the supersonic condi-
PhosphateTBF) and Glycerin, both having a sufficiently low tions considered here as well. The Reynolds number, based on

free stream velocity and the drop diameter,
pgud v Md

= RT o Fo 3
Mg Mg

was ~200 at the low end of the pressure range and increased to
~31,600 at the upper end. The Knudsen number

Re=

M
Kn= \/?e (4)
varies correspondingly in the range of 00Bn<0.22, which is
Receiver Tank squarely in the slip flow regime known to extend over
10 °<Kn<107?! (5)
Thus we can expect slip flows, and basically laminar boundary

layers.

We carried out a total of 64 runs, at conditions as summarized
in Fig. 5. The TBP runs identified in Fig. 5 as “preliminary,” were
carried out with a slightly different inlet geometry, and prior to the
Fig. 3 The ALPHA facility detailed characterization discussed above. These runs are included
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(b) The “pure” above refers to the absence of the coupling
(and obscuring effects of shear/stripping. As a conse-
] quence, we have the first clear record of the mechanism, as
® 5 ] well as the first quantitative characterization of the relevant
parameters, from inception to full development and ulti-
mate disposition into daughter drofsee below.
(c) The presently found piercing regime sets in at Weber num-
o ] ] bers that are lower by several orders of magnitude com-
'll pared to previously stated experimentalispected pierc-
E ing), or theoreticalpredicted piercingregime-onset values
i | | ] (We~10*-10).
[ O ] (d) Rather than building to a piercing regime dominance, envi-
sioned previously, a§Ve—«, the present results suggest
the reverse; that is, piercing giving way to stripping.

- -—
o =)
w o
o
] s
i

-
o
o
rT——T

Weber Number, We

-
Q
\adal
[

TBP 4
TBP Preliminary | 3
= Glycerin 1 As illustrated in Fig. 7 the above are further supported by the
4 results obtained with Glycerin. The effect of high viscosity is to
Ll L L eliminate the extremely narrow “pulling” regime, and translate
102 10° 10* the various transitiondrom single bag to multiwvave piercifngo
higher Weber numbers. In the next section, we show that this
Static Pressure, PO (Pa) effect of viscosity is quantitatively predictable within a mecha-
nism that encompasses the behavior found with low viscosity.
Fig. 5 Summary of test conditions considered in this work Records of the detailed evolutions from representative runs are
collected in Appendix B. These records make available for the
first time the internal length scales involved in the mixing process,

) ) o the fine structure of the process itself, and the ultimately resulting
because except for slight differences in timing they produced bgqughter drop length scales.
sically the same results as those found in the main part of the
program. The intent of Fig. 5 is to show the extent of the experi-
mental coverage, including resolution on the Weber number scd®scussion
The overall results for TBP are summarized in Fig. 6. In these __. . .
images as well as all other images shown in this paper, the direc-EV'd(?ntly'.the picture that gmerged from the ALPHA experi-
ments is quite different, and in a way reverse, of what was be-

tion of the gravity is from left to right, and the air flompward in . : : > )
reality) is from right to left. We can see that instability sets in b)}le\(/:eedcg)nsl‘)izt;hce)f'case previousiifig. 1). Specifically, the differ-

what appears as a gradual extension of the drop in the flow diréd"
tion. This “pulling” regime is quite narrow and quickly gives way (&) The “pulling” and “multibag” regimes are new.
to the development of “bags” and “multibags.” This regime is (b) “Piercing” appears as a series of transitions with increasing

[e]

-
o
- O
o, —rr

comparatively narrow too, as it gives way to a multiwave “pierc- number of waves/bubblegreducing the mixing length
ing” mechanism, in what appears as an actual manifestation of the  scale$ as the Weber number increases from a lower limit of
Rayleigh-Taylor waves originally envisioned by Harper ef 2]. ~26 (where a single wave—the bag—appears

At significantly higher values of the Weber number we see (c) “Stripping” becomes quite evident at a Weber number of
manifestation of shear-induced “stripping.” Remarkable are the ~10% and is seen to become increasingly more important
following: (than piercing as the Weber number increases beyond this

(a) Piercing appears to be “pure.” Starting from a single value.

“bubble” (“bag” ), the number increases as the Weber num- The reversal is in that previously it was thought that stripping

ber increases. (or sheay breakup precedes piercing, and that piercing is the ter-
“Pulling” “Bag” and “Multibag” “Piercing” “Stripping”
?7<We<26 26 <We <44 44 <We<10 ~10°<We

Fig. 6 Summary illustration of breakup regimes found in low pressure ALPHA tests for TBP drops (M=3)
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“Deformation” “Bag” “Piercing”
We <113 116 < We <2000 ~2000 < We
12m s w*‘“”‘i:
30 ms
Fig. 7 Summary illustration of breakup regimes found in low pressure ALPHA tests for Glycerin drops (M=3)

minal regime obtained at Weber number greater thahdrQL0°, higher Weber numbers, the quantitative measure in the images is
while here we see clearly the piercing set in at a Weber numberlost, but the gradual transition to smaller and small mixing length
26, and that stripping enters and becomes increasingly more iggales, in agreement with prediction is unmistakenaive will
portant at Weber number beyond about 20°. return to these length scales momentarily

The discussion that follows consists of two parts. The first is to The Glycerin runs were added to the experimental program as a
set up a conceptual/theoretical framework aimed to interpret th&ther test of the above—in fact one might say they were “pre-
present experimental results. In the second, and with the helppgedicted.” Here we use the classical results of Chandrasekhar
the first part, we attempt to reconcile the differences with previolig2] for viscous liquids(see also a simpler derivation by Joseph
work, and the reversal, noted above. Our main point on this is tHeftal. [3], using viscous potential flow thedryThe exponential
previous interpretations of experimental data were hampered @pwth constanty in the linear regime can be obtained frdme
the small drop sizes involved, insufficient spatial resolution iRave neglected the gas density relative to that of the liquid, and
visualizations, and in addition they were unduly influenced by tHB€e gas viscosity

related-to-each-other theoretical/experimental works of Harper ak K3 4K2 K32
et al.[2] and Simpkins and Bald£0], respectively. S To_ ;AL 2'“2' ( N2 1P k) ©)
As the drop flattens, due to the aerodynamics, it becomes im- 7 e N P 7°pi M

mediately susceptible to Rayleigh-Taylor piercing at the accelea[h
ated upstream-facing interface. The acceleration can be obtai
from (the gravitational acceleration is negligible here

Ag was found as the value &=2mx/\y that maximizes it.
predicted numbers of waves for conditions corresponding to

3 Pg u?
a_4CD(D1CD2P| d ©) il B S A SN AL BRI
where Cyp, is the appropriate drag coefficient on a sph@kdi- 10° 2 ®
ameterd) at the relevant flow conditions. The, and®, are to b TBP @) ]
account for deformation effects, tiie; on Cp, and®, on the
cross-sectional area of the drop. With increasing deformation ( ©
<dna/d<?2) both these factors increase from 1-tal. On the - Glycerin(to do)
other hand, the fastest-growing wave from the classical inviscﬁ>< 10"k &@ \ E
analysis can be written 482] g i @ .
ho) [ o)
3o o~ r ]
Ng=2m\/— (7 -
ap, 0 A ﬂED
where we have neglected the gas density relative to that of tl 10 3 oA ]
liquid. Thus, we can express the number of watgsodd number 1
of 1/2\4's) that would fit on a “disc” of diameted,,,, as i o TBP
I o Glycerin
n= 2()j\max= zi(CD(I)l)llz(I)ZWel/Z (8) 101 NPT aand il ol el
d & 10° 10’ 10° 10° 10°* 10°

Evaluated in this way ther's for all our TBP experiments are

shown in Fig. 8. Weber number, We
The relation of such predictions with TBP data is shown in Fig.. o o )

9. The number of waveghe so-called bubbles in the non-linear 19- 8 Estimation of the number of piercing waves possible on

: an accelerating drop as a function of the Weber number. All
development of R-T wavgss deduced from the values of ALPHA runs are represented. The scatter for TBP is due to

recognizing that fon=1 we have one wavéhe “bag”), and that = gy variation in diameter and degree of deformation (D, D))
for each increase in by two (one wavelengthwe have to added opserved. The solid points are explained in the text. The “to

one more wave. When the number of waves is small, we can Sge refers to key new conditions yet to be attained in future
that the visual images support the predictions quantitatively. Rkperiments.
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We=28, d=3.8mm, Py=15pa

R-T Instability Prediction
no5=3.6, A;7/=3.2 mm,
Number of waves predicted 2

LR ?" e+
We=44, d=3.7mm, P;=23pa
R-T Instability Prediction

nos=4.8, 1;7/~2.44 mm,
Number of waves predicted 3

We=56, d=3.7mm, P,=30pa

R-T Instability Prediction
nys=6.4, A,~1.97 mm,
Number of waves predicted 4

We=58, d=3.7mm, Ps=31pa

R-T Instability Prediction
nos=3.8, 1,/2.76 mm,
Number of waves predicted ~ 2-3

We=63, d=3.7mm, Py=35pa

R-T Instability Prediction
nos=4.4, 2;7/2.46 mm,
Number of waves predicted 3

We=68, d=3.7mm, Py=37pa

R-T Instability Prediction
nos=5.9, 4;/2.0 mm,
Number of waves predicted 3~4

4

We=109, d=3.9mm, Py=55pa

R-T Instability Prediction
n0,5=8.0, /1.,1:16 mm,
Number of waves predicted ~ 4~5

We=183, d=3.7mm, P=100pa

R-T Instability Prediction
nos=7.8, 47/~1.43 mm,
Number of waves predicted 4~5

We=299, d=3.7mm, Py=160pa

R-T Instability Prediction
nos=17.0, 4,/0.8 mm,
Number of waves predicted 9

Fig. 9 The “piercing” regime in ALPHA and relationship to the predictions of Eqg. 8)

our Glycerin runs are shown in Fig. 8. Accordingly, we predict
that breakup should initiate by a single wa¢tag”) at We
~100, and that this should persist up Yée~2,000, at which
point a double wave should appear. As seen in Fig. 7, these pre-

[onyc
— %Q_ M YAy g2

dictions are fully supported by the experimental results in AL- Compared to normal pressure/temperature conditions, the
PHA. Further, in Fig. 8, we can see that for a triple wave piercingquare root in the above equation for our experiments is 2.2 times
the Weber number must reaeh2 10" (this test is for our future, smaller, while theM ¥ (at the low Weber number endvould be
upgraded ALPHA. 9.2 larger. Thus at the same Weber number the shear effect on the
Now let us consider the “pulling” regime. For a laminar bound-drop should be 4.2 times larger, and the “pulling” regime is a
ary layer, the average shear stress can be expressed as clear manifestation of this increase. In fact the pulling regime can
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be seen also to be active in the early development of instabilityrmtughness due to the development of waua@sso Kelvin-
conditions appropriate for single wave piercifigig. B.1). This Helmholtz instability and perhaps turbulence may have to be in-
may be responsible for the hourglass shape and the multibag nduded. Liquid viscosity, active at such small length scales, would
phology that follows. It appears that in this cas#&/e~26, further retard the penetration velocity, thus shifting even more the
viscous-drag-induced motion just about balances the tendencybedance in favor of shear. In particular using E@.and (11) a
penetrate. Thus, the predicted single bag=() at 5<We<26 bounding estimate of the Reynolds number can be obtained as
cannot really materializewvith low viscosity liquids, see Fig.)8n
supersonic flow. On Fig. 8, we also shdsgolid triangle$ predic-
tions of the onset of bag breakup in subsonic flow. For a maxi- U d
mum deformation of 1.5 to 1.3, we predict critical Weber numbers ge— /= d ~47\37 il m?‘f(cD(pl)flmq)z—l/zWeflM
of 7 to 18, which is in agreement with data from previous work My My
(see Fig. 1at normal P/T conditions. Further, pulling is evident in 12)
the subsequent behavior of daughter drops found at the low end of
multiwave piercing (see Fig. B.2 Preliminary investigation which clearly shows Re:0 as We—x. For example, atWe
shows that the effect of slip flow on the above results is negligible,mﬁ’ Re~210 and 0.2, for 1 mm water and Glycerin drops,
On the other hand, shearing motions are slow relative to pierr‘é‘spectively.
ing, so for 26<We< ~10® the primary mechanism remains pierc- |n the same vein, it should also be noted that, as(Bgindi-
ing. At still higher Weber numbers, as nonlinear piercing slowgates, whem is of order unity penetration occurs in the linear-
down because of the decrease in length scedes below, and  growth regime and it is exponentighis is why bag and multi-
shear increasesee Eq(10)), shear, and accompanying strippinthags appear to “explode’ while whenn is very large (large
should become increasingly more important and this is quite e¥iyeber numbepsthe penetration should enter the nonlinear regime
dent at the upper end of the Weber number range investigated hgrg. 11), well before penetration, and should proceed at a constant
(see Figs. 6 and B)4Finally, it is worth pointing out that the rate, as by Eq(11), or some appropriate modification of it, when
internal (liquid) length scales in Fig. 9 are what is left of theyiscosity becomes important.
so-called R-T “spikes,” broken up into drops, and although re- A similar conclusion is reached by comparing the penetration
lated, they shoulahot be expected to correspond to thg of the velocity (in the nonlinear regime U, with the shear-induced in-
piercing waves-rather they should be much smaller, as indeggfacial velocity,U, obtained from a coupled laminar boundary
seems to be the case in Fig. 9. . . layer analysis. For an 1 mm water drop \te=10?, U/Uq
Now we apply this understanding to the previous available daia) 5 \yhile atwe=10°, we obtainU/U.=0.2, and would expect
and predictions. The pulling regime was not seen previously, aﬂgls to be even smaller if account is taken of interfacial roughness.
in light of Eq. (10) this is not surprising. What was known as bag 15 aswe = we would expect shear and stripping, rather
breakup is consistent with present findings although not recogy,, piercing to prevail. Actually, as noted already, such stripping
hized as the inception of piercing process, prevalent over a rather, e evident in our experiments alreadyvée~10%, and also
Iarge_ span of Weber numbers. This piercing regime was misSeGiRan pe seen in previous daf@ig. 1), especially WeII’in the data
previous work, and one reason can be found |n(B)q.Wh|Ie the of Ranger and Nicholll§18]. The question remains, is piercing
®, and ®, are approximately the same at subsonic or Sl'ghtlkfresent at all of this very high end of Weber numbgnsctically
§upersonic(previous)_ gnd _highly supersoniours flow condi- We—)? On the basis of the above, we think it may be not.
gorjl_shthe (f}lraghcoeff|0|en\}\/|ngreases Sy aﬁ much gs a ffactor of 3 tq:inally, it is worth noting that behavior of fuel droplets behind
- Thus, for the same Weber number the number of waves ‘g'shock wave in transonic and supersonic gas flow plays an im-

tained in supersonic flow would be increased by a factor of ortant role in supersonic combustors and liquid-fuel pulse deto-

wh|ctr)1 makes tg\?tm mtc_)relwsTltﬁ at the low gnd ?f tge Weberion engines operating on a multiphase principle. Under normal-
number range. Alternatively, at the same number o wasasme to-high pressures and high-flow velocities, small sizes of fuel

value ofC,We), a larger value ofl (anddpa,) produces a greater, droplets in these applications lead us to an exotic regime of high

easier to visualize, value afy. Mach, low Weber and high Knudsen numbers. Due to the prohibi-

Another reason is that following the works of Harper et[al, tive difficult ; :
. . . | y to visually observe and quantify breakup phenom-
Simpkins and Balef20] and Waldman and Reineck#9] (which ena of microscopic droplets in high-speed flows, analyses of su-

appear to have been closely related to each nttie expectation ersonic combustion systems made use of drop breakup data
was that piercingor catastrophicbreakup becomes prevalent a btained for low Weber number conditions but in low Mach and

We~10" to 1(°, so more attention was focused at the very lowoy, Knudsen number flow. Results presented in this paper shows
(bag breakupand the upper end of the Weber number rangnat the Mach scaling is important. The ALPHA fagility, with its
Applying Eq. (8) with We~10”, and slightly supersonic flow sypersonic rarefied conditions, offers the possibility to simulta-

(M~1.2), we findn=110, and for a drop of typical size in pre-pegusly satisfy the Weber, Mach and Knudsen scaling needed
vious experimentsl~1 mm, the\ is 27 um. One implication is [23].

that such a wavelength is impossible to visually resgbee Fig.
1).

Another and perhaps more important implication is that in the ) o
nonlinear regime such waves would penetrate with a veldoity Conclusions and Implications

iscid imati
viscid approximation 1. The regimes of drop breakup in highly rarefied, highly su-

personic gas flows, are for the first time quantifigcansition
criteria, evolving morphologies, mixing length scales, daughter
drops sizes and theoretically elucidated including effects of lig-

3 o uid viscosity.
U~hga~/ 2m5 d—(Coq)l)lm‘l)%/zwell4 (11) 2. With increasing Weber number the regime sequence is, Pull-
Pifimax ing (by viscous drag Piercing(by Rayleigh-Taylor instability, in
succession from one wave, a bag, to multiple wavasd Strip-
ping (by shea). Further confirmation of the piercing regime, per-
that is, a velocity that is rather slowly increasing with Webehaps by frontal three-dimensional imaging would seem desirable.
number. As we can see from E(L0), shear increases consider-Evidence is presented that the present scheme of interpretation is
ably faster, and this would be further accentuated by interfacialso consistent with all normal P/T data, quite unexpectedly in
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light of all previous interpretations; however, this issue require&ppendix A: Brief Explanations on Fig. 1

further investigation, directly by experiments at such conditions. s, infiyential review and synthesis on the subject was provided
3. The experimental approach developed in this work providgs, pjich and Erdmari24], and recently we have the extensive
for unprecedented access to interfacial breakup and mixing PRCgica) review of Gel'fand[4]-200 papers cited. The most recent,
nomena to a detailand conditions that is quite appropriate for extensive experimental works were carried out by Faeth and co-
benchmarking direct numerical simulatiofgualitative compari- workers[12—14 focusing on the low end of the Weber number
sons of key features of breakup regimebhis would be crucial range(~10 to 16) and by Joseph and co-workefd,25 who
cessible situations; for example the effect of “structuring” th%gzzegfogn;h;[g?h;::ggo;fg L@Hoﬁ;afg]lc Srﬁ:;rlz?;eznzre
flow hlstor.y. . . ... Bales[20], Waldman and ReinecKd 9], and the theoretical work
4. The importance c_)f_breakup regime on resulting dIStI’IbUtIOS Harper et al[2]. The experiments were carried out mainly in
of length _sc_ales and mixing mo_rph_ologles |.s.clear|y demonstrat% ock tubes and at pressures near atmospheric, but in a few cases
thus providing the means to tailoring condition to desired beha\\//\find tunnels were also employed. Because of t’heir great length
iors. More detailed characterization of these aspects merits furtr%%rock tubes are positioned horizéntally and this creates Iimita-’
|nvest|gat|c_)n. L . tions on the injection method and the drop sizes obtainable. A
5. Consideration in this framework of even larger masses. - . S
S . Con wind tunnel, operating at steady state, requires that the liquid be
would be very significanttheoretical as well as practical interest injected through the wall boundary layer; this introduces compli-
cations in interpretation, and limits the conditions accessible for
such experiments. Except for slight and usually undocumented
differences, the overall regime classification scheme that emerges

Acknowledgments from all this work is as shown in Fig. 1.

The ALPHA facility was built under support from Lawrence The “Vibrational,” “Bag,” and “Bag-and-stamen” regimes, as
Livermore National LaboratoryL LNL ), thanks to the vision and illustrated, are easily recognizable, and rather well defined in
cooperation of Drs. F. Handler and G. Nakafuji. This Newtoniaferms of the critical Weber number required for their inception.
fluids work was carried out as a preamble to considering vighe “Bag” regime was studied most extensively, and it is known
coelastic liquids, which is the principal purpose of ALPHA. wdhat the resultlng droplet distribution is bimodal: one size coming
are grateful to our collaborators at CRSS, Dr. K. Gasljevic, Mr. from the shattering of the bag, and another much bigger size com-
Salmassi and Mr. R. Khalafi for help with building and operatin§'d from the capillary breakup of the rirsee Fig. 1. No robust
ALPHA, and Drs. R. Nourgaliev, S. Sushchikh, and D. L. Dalalheoretical interpretation of these regimes has been previously
for CFD support using the MuSic code, that was quite essential@yailable.

refining the design, and operation of the facility. ~ The “shear,” or “stripping,” and “catastrophic” or “shatter-
ing” regimes were thought to evolve at higher Weber numbers,

but data, definitions and interpretations are partial and to a signifi-
cant degree speculative. As indicated in Fig. 1, the former is stated
to evolve fromWe~ 1%, until We~10* to 1%, where the latter

is thought to set in as the dominant mechanism. As visualized in
Fig. 1, the former involves a fine mist of liquid emanating from
the equator, presumably due to a shear-induced boundary layer on

Nomenclature

a = acceleration

¢ = speed of S_o_und the liquid surface. A simplified viscous description ofignoring
Cp = drag goefflment Pf sphere all other effects such as interfacial instabilities and of thus-
d = spherical drop diameter resulting roughnegswas given by Taylof26] and Ranger and
Kn = Knudsen number Nicholls [18]. The catastrophic regime, first introduced theoreti-
M = Mach number cally by Harper et al.[2], is thought to involve piercing by
Po = static pressure Rayleigh-Taylor waves, and it was recently analyzed, on the same
Ps = stagnation pressure basis, also by Joseph et §8]. Harper et al[2] argued that at a
Re = Reynolds number We~10° the growth of instabilities changes character, from alge-
T = temperature _ braic to exponential. Joseph et E8] argued that waves seen on
u = free stream velocity visual images(such as those in Fig.)lare consistent with most
We = Weber number rapidly growing Rayleigh-Taylor waves at the Weber number
! - shape coefficient on drag, E() range of their experiments (4@o ~2 1¢). Waldman and Rei-
®, = shape co_e_f'fluent on area, E®) necke[19] and Simpkins and Bald&0] related their experimental
y = gas specific heat rapo - results qualitatively to the catastrophic regime of Harper et al. Just
A = wavelength of R-T instability as Taylor[26] and Ranger and Nichollg18] considered shear
Kg, = gas, liquid viscosities without interfacial instability, so Harper et &] and Joseph et al.
pg.p1 = 9as, liquid dgn3|t|es [3] considered interfacial instability without shear. No fragment
o = surface tension length scales or mixing morphologies are available in these high-
7 = shear stress
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Weber-number regimes.
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Appendix B. Detailed Evolutions from Selected ALPHA Tests

Smm

Fig. B.1 “Multibag” breakup of a TBP drop in ALPHA (We=28,d=3.8 mm). Time interval between two adjacent images is 1 ms.

Smm

Fig. B.2 “Piercing” breakup of a TBP drop in ALPHA (We=57,d=3.7 mm). Time interval between two adjacent images is 1 ms.
is 1 ms.
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Fig. B.3 “Piercing” breakup of a TBP drop in ALPHA (We=109,d=3.9 mm). Time interval between two adjacent images is 2 ms.

Fig. B.4 Mostly “Stripping” breakup of a TBP drop in ALPHA (We=2643,d=3.7 mm). Time interval between two adjacent images
is 0.5 ms.
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We=140, d=4.5 mm We = 852, d=3.7 mm

Fig. B.5 “Bag” breakup of Glycerin drops in ALPHA. Time interval between two adjacent images is 1 ms.
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West Lafayette, IN 47907-1290 The vertical co-current downward air-water two-phase flow was studied under adiabatic
condition in round tube test sections of 25.4-mm and 50.8-mm ID. In flow regime identi-
. fication, a new approach was employed to minimize the subjective judgment. It was found
o M. Ishii that the flow regimes in the co-current downward flow strongly depend on the channel
Walter H. Zinn Distinguished Professor size. In addition, various local two-phase flow parameters were acquired by the multi-
School of Nuclear Engineering, Purdue sensor miniaturized conductivity probe in bubbly flow. Furthermore, the area-averaged
University, data acquired by the impedance void meter were analyzed using the drift flux model.
West Lafayette, IN 47907-1290 Three different distributions parameters were developed for different ranges of non-
dimensional superficial velocity, defined by the ration of total superficial velocity to the
drift velocity. [DOI: 10.1115/1.1777229
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1 Introduction by a pressure regulator at 690 kP#0 psia, and both the water

The significance of the co-current downward flows can be es@1d air flow rates are measured by flow meters whose scale yield
ily found in some transient conditions in the reactor system. Sorfigre than 50% of the full scale. A sparger with porous tip with 10
examples in the Light Water React@\WR) systems can be found MICron pores is employed as a bubble generator. The present in-
in cases of Loss of Heat Sirlk OHS) by feedwater loss or sec- Jection unit produces uniform bubbles of approximately 1-2 mm
ondary pipe break. In such scenario, the steam generator mayigy@liameter at the inlet of the test section. An air-water mixture
into the two-phase co-current down flow condition. This can algojection unit is employed at both the top and the bottom of each
happen when the primary coolant is discharged through the reltebt section so that the loop is capable of operating in both upward
valve. It is also possible that the two-phase flow may go througihd downward flow experiments. In operating the loop, single-
the SG in cases of small break LOCA or relieve valve open, apghase water flow was created as the initial condition, and thereaf-
thu_; creating both the co-current up and co-current down flows.tlé}‘ gas was gradually supplied into the test section. The free-
Boiling Water Reactor(BWR), the co-current downward two- #ing condition was not investigated. In some flow conditions,
phase flow can be encountered in the later stage of the Ecé ing film annular flow was observed near the inlet, followed by
injection, signified by the Counter Current Flow Limitation . L . . )

a very chaotic mixing region due to kinematic shock. After the

(CCFL) phenomena. O . .
Even though, there exist some previous studies focused on 8yXing region, the flow eventually reaches either bubbly or slug

current downward two-phase flow, most of the researches wél@wvs depending on the inlet conditions. o _
focused mainly on the flow regime identification by flow visual- In the flow visualization study, a high-speed digital motion ana-
ization method/1—4]. However, due to the subjective nature ofyzer was employed which is capable of operating at the maxi-
the flow visualization method, the regime transition boundarigsum of 1,000 frames per second and 1/20,000 s of shutter speed.
are not only inconsistent, but they are not reliable. Furthermor&,transparent acrylic square box filled with water was attached
there is hardly any research on interfacial structures or interfac@ito the test section to minimize the image distortion due to the
area transport in co-current downward two-phase flow. curved surface of the test section.

An impedance void meter was employed in order to obtain the
area-averaged impedance sigri&ls An impedance void meter is
a non-intrusive conductance type probe that utilizes the difference
ih electrical conductivity between the air and water. Two-pairs of
gaainless steel plates are employed as an electrode, and they are

50.8 mm ID. The total length of each test sectio/® = 150 and fltish mounted against the inner wall of the test section. The elec-

75 for 25.4 and 50.8 mm ID pipes, respectively. The water and &Pdes span 90 deg of the cross section with thickness of 0.953
flow rates are measured by an electro-magnetic flow meter a#d- The thlc!mess was chosen so as to be larger than the dimen-
rotameters, respectively. The accuracies are withi8% and Sion of a typical bubble, yet shorter than the length of a cap or a
+8% when the measured flow rate is more than 50% of the fillug bubble. At one measurement port, two-pairs of electrodes,
scale. Throughout the experiment, the air pressure is maintaingbich are 100 mm apart, are installed so that the void propagation
velocity can be acquired. An alternating current is supplied to the
*The author was at Purdue University when this research was performed.  electrodes at 100 kHz, and the electrodes are connected to the
Contributed by the Fluids Engir)eering lDivision for puplicatioq in t@JHN.AIl_. electrical circuit, which is specially designed so that the output
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . . K
vgltage of the circuit becomes proportional to the measured im-

May 27, 2003; revised manuscript received September 16, 2003. Associate Edito . : "
Katz. pedance; i.e Vo, Gy, . These impedance signals were employed

2 Experimental Facilities

The schematic diagram of the adiabatic vertical air-water e
perimental loop employed in this study is shown in Fig. 1. Th
two test sections were made with round acrylic pipes of 25.4 a
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in both acquiring the area-averaged void fraction with the specific
impedance-void fraction correlation and identifying the flow
regime.

The four-sensor conductivity probe was employed to acquire
the local two-phase flow parametef8]. The local parameters
were acquired by traversing the probe from the center to the wall
X of the test section with a smallest incrementréR=0.1. Ac-
counting for the interfacial structures, more detailed measure-
ments were made near the wall than near the center of the test
section. The measurement error of the present probe is estimated
to be less than=7% [7].

3 Experimental Results and Discussions

3.1 Flow Regime Identification

Flow Visualization Method. The flow was observed at/D
=116 and 58 from the inlet, for the 25.4 mm ID loop and the 50.8
mm ID loop, respectively. The experimental flow conditions were
varied within j¢=—1.25~—-3.11m/s, j4=—0.01~—-22.9 m/s
for the 25.4 mm ID loop, and;=—0.47~—-3.42m/s, j4=
—0.003~—5.46 m/s for the 50.8 mm ID loop. In general, the
frame rate of a high-speed motion analyzer was set at 500 frames
X per second with the shutter speed of 1/2,000 s. Figufas-@l)
show the photographic images of four typical flow regimes ob-
served in the co-current downward two-phase flow in 25.4 mm ID
test section. No significant difference was observed in the flow
regime characteristics between the 25.4 mm ID and 50.8 mm ID
loop. The following observations were made for each regime:

a. The bubbly flow is essentially similar to that in the upward
flow. The major difference can be observed in that the bubbles in
downward flow tend to migrate towards the center of the tube,

P : , . fiker L which was also reported in previous studj8s9].
il 8 flow et ' e b. The slug flow observed in the co-current downward flow is
D sircompressor g vabves IOMMEIET e waler lines quite different from that observed in the upward flow. The char-

acteristic bullet-shaped gas sl(aso known as the Taylor bubble
Fig. 1 Schematic diagram of the present experimental loop
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Fig. 2 Characteristic images acquired for each flow regime. (a) Bubbly flow: j=—2.12m/s & j,=—0.21 m/s, (b) Slug flow: j=
—2.12m/s & j,=—0.42 m/s, (¢) Churn-turbulent flow: j=—2.12m/s & j,=—1.07 m/s and (d) Annular flow: j=—2.12m/s & j,=
—9.17 m/s.
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Fig. 3 Flow regime transition boundaries for co-current downward two-phase flow in 25.4 mm ID and 50.8 mm ID pipes

with its nose directing toward the flow direction and staying near 10

the center of the flow channel was not observed. In the co-current Mean: X= — 2 Xi (1)

downward two-phase flow gas, the slug is highly distorted and its ni=1

nose is always off-centered toward the wall of the test section,

forming a wedge shape. In addition, the nose faces opposite to the 1 " " 2
n> x| 2 x

flow direction in the downward co-current two-phase flow. Standard Deviation: o= =1
c. The churn-turbulent flow can be considered as a transition
condition between the slug and annular flow. It is characterized by 2)
the highly distorted cap bubbles varying in size and shape, and by n 3
highly turbulent flow field. It is noted that some previous studies Skewness: v— n 2 (Xi —?>
[4] do not categorize churn-turbulent flow as an independent flow Y n—LH(n-2)&1\ o
regime; it was instead included within slug flow. The present
study categorizes the churn-turbulent flow as an independent flalvese three statistical parameters derived from the impedance sig-
regime in view of distinctive interfacial structures and differenceals were set into the self-organizing neural network as an input
in bubble interaction mechanisms as shown in Fig).2 matrix. In processing the signal, the MATLAB was employed.
d. The annular flow is characterized by wavy liquid film along’he neural network was trained by these input parameters and
the pipe inner wall with gas core. The Annular flow for downwardlassified them into four categories. The classification categories
flow can be categorized into two categories, that is; the falliradopted in this investigation were four flow regimes; namely, bub-
film flow and the annular drop flow. As expected, in the flovbly, slug, churn-turbulent, and annular flow regimes. The selection
visualization, the identification of the boundary between thef training samples based on subjective judgment may hamper the
churn-turbulent and annular flow regime was quite difficult simplyeliability of present approach. Therefore, particular attention was
due to the unclear images in the transition condition. In thegaid in choosing sample images, such that the selected training
present study, the flow was categorized as an annular flow wheample obviously belongs to one flow regime. In general, the
the images of continuous ripples due to the wavy liquid film wersamples from 50 flow conditions were used in training process,
observed. and approximately 5,000 iterations were allowed in training the
pecance void Veter Wit Neural Network Ciassicatofo T THE St 00 0 S0 Bt e 1 2
Technique. Animpedance void meter is capable of acquiring th%r}f?se flow, it was found that the flow regime transition in co-
area-averaged signals that represent the structural characteri
of the flow. Hence, various statistical moments of the impedangﬁa
signal would reflect the characteristics of the flow regim&s
The mean, standard deviation, and skewness derived from th&.2 Data Analysis. To study the details of the interfacial
impedance signals were adopted to train the neural network in teisuctures, 15 flow conditions were chosen in the bubbly flow
investigation. These statistical parameters are defined as followsgime for 25.4 mm ID loop and 10 flow conditions in the bubbly

=1

©)

ent downward two-phase flow strongly depends on the flow
nnel size.
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Table 1 Flow conditions for local measurement

Flow Conditions for 25.4

Flow Conditions for

RUN cm ID loop 50.8 cm ID loop
No jg [M/s] i+ [m/s] jg [m/s] i+ [m/s]
1 0.015 1.250 0.004 0.620
2 0.087 1.250 0.004 1.250
3 0.085 2.120 0.028 1.250
4 0.086 3.110 0.023 2.490
5 0.404 3.110 0.040 0.620
6 0.243 1.250 0.048 1.260
7 0.317 2.120 0.071 2.490
8 0.068 4.000 0.078 3.480
9 0.068 5.070 0.158 3.470
10 0.253 3.970 0.078 1.250
11 0.248 4.980 - -
12 0.595 4.030 - -
13 0.570 4.960 - -
14 1.974 3.990 - -
15 1.977 4.970 - —

67. At each axial measurement location, the probe is traversed in
the radial direction to take measurements at differéft loca-

tions, (/R=0,0.2,0.4,0.5,0.6,0.7,0.8,0.9) whereis the radial
distance from the center of the pipe aRds the inner radius of the
pipe. The spacing between the measurement points is chosen such
that it is coarser near the center of the pipe and finer near the wall
of the pipe, considering the fact that the variation of the local
two-phase flow parameters is higher near the pipe wall. The area-
averaged parameters are calculated from the local parameters, by
integrating them over the pipe cross-section, assuming radial sym-
metry. To have the statistical error within7% of the measured
values, at each location, the data acquisition time is adjusted so
that at least 2,000 bubbles are encountered by the probé|tipo
assess the accuracy of the probe measurement, the area averaged
value of the product of locak and vy, (i.e.,(avy)) is compared

with (j4), obtained from gas flow meter and local pressure mea-
surements. It was observed that the two values agree well within
+10% for most of the flow conditions.

Local Two-phase Flow ParametersThe characteristic results
from local parameter measurements are presented in this subsec-

flow regime for 50.8 mm ID loop. These flow conditions areion. The local profiles of the two-phase flow parameters at differ-
shown in Table 1. The local two-phase flow parameters are amt axial locations reveal the bubble interaction mechanisms. To
quired by the state-of-the-art four-sensor conductivity prile highlight the transport characteristics, the results from runs 2, 8
The signal obtained from the probe is fed to a signal processiagd 14 in 2.54 ID loop and runs 5 and 8 from 50.8 mm ID loop
program, which calculates the local parameters from the raw dat@e presented. Figures 4 and 5 show the profiles, @ , andv,
These local parameters include void fracti@r), interfacial area for run 2 in 25.4 mm ID loop and for run 5 in 50.8 mm ID loop,
concentration &;), and bubble velocity %y). These parameters respectively. Figures 6 and 7 show theanda; profiles for run 8

are measured at three axial locations in each loop. In 25.4 mm i 25.4 mm ID loop and for run 8 in 50.8 mm ID loop, respec-
loop, the local parameters are measured/Bt=13, 68 and 133, tively. Figure 8 shows those for the group 1 and group 2 bubbles

while in 50.8 mm ID loop, these are measured/& =7, 34 and

0.2
ey —-o--2D=13
......... O Trepy ~-A--2/D =68
0.15 ¢ . |=0—zD=133
21
0.05 |
0 i L 1 0
(a) 0 0.2 O.l}/R [ 06 0.8 1
2
---0---2/D = 13
—-A--2D =68
5 —0—2/D =133
S p—— R
o Gl *~AT0-0
&7 ° ° ° oA
s
05 |
0 1 I I 1
0.2 04prpy 06 08 1

(c)

Fig. 4 Local parameter profiles for run 2 in 25.4 mm ID loop.
velocity, (d) bubble velocity and estimated liquid velocity at port 3.
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Fig. 5 Local parameter profiles for run 5 in 50.8 mm ID loop. (a) void fraction, (b) interfacial area concentration, (c) bubble

velocity, (d) bubble velocity and estimated liquid velocity at port 3.

In most of the bubbly flow conditions, the void fraction profileopposite for upward and downward flow. Hence, the bubbles tend
shows peak in the center of the pipe. This can be explained on theagglomerate in the center of the channel causing increase in the
basis of the direction of the lift force acting on the bubbles. In theoid fraction in the center. This observation is opposite to that in
downward flow, the lift force on the bubbles acts towards théhe upward flow, where wall peak is commonly observed. It is
center of the channel. Since the lift force is proportional to theorthwhile to note that in the downward flow, the bubbles move
product of the radial gradient of the axial velocity of the continuslower than the liquid due to the gravity force acting in the direc-
ous phase and the relative velocity, the direction of the lift force ton opposite to the direction of the flow. Figures 4 and 6 show

0.12 200 5
~0--zD=13 i
0.1 ¢ —-&--2ID =68 g
o —0—2/D=133 150 } ~~0--zD=13
0.08 | ~-&--2D=68
—0—2z/D = 133
-;-0.06
0.04
0.02
0
1 0 02 0.4 06 08 1
t/R [}

(b)

(a) void fraction and (b) interfacial area concentration for run 8 in 25.4 mm ID loop

Fig. 6 Radial profiles of
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Fig. 7 Radial profiles of (a) void fraction and (b) interfacial area concentration for run 8 in 50.8 mm ID test section

profiles of runs 2 and 8 in the 25.4 mm ID test section respelated that the effect of the lift force is higher in the flow condition
tively. They have similar superficial gas velocity, €0.087 m/s  with higher superficial liquid velocity due to larger axial velocity
and 0.068 m/s, respectivelput different superficial liquid veloc- gradient in the radial direction. The effect of velocity gradient can
ity (js=1.25m/s and 4.00 m/s, respectivel¥t is interesting to also be observed by comparing the void profiles in different di-
note that, while run 2 shows nearly uniform profile near the ceameter test sections. In general it was observed that the void pro-
tral region, the run 8 shows a strong center peak. It can be spefiles are flatter in the central region of 50.8 mm ID loop than that

06 06
~en0---2/D =13 . ---0---2/D=13
05 —---2/D = 68 05 TSeeA —-A--zID=68
—0—2z/D=133 N, —0—12/D = 133

--0---2/D =13
—-&--2/D =68
80 | ™o —0—2/D=133

200 | -=0---2/D=13 o
—-k--2/D=68
100 t —0—2/D=133
0 . ) : :
0 02 04 . 06 08 1 : : 1
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Fig. 8 Local parameter profiles for run 14 in 25.4 mm ID loop. (a) group 1 bubble void fraction,  (b) group 2 bubble void fraction,
(c) group 1 bubble interfacial area concentration, (d) group 2 bubble interfacial area concentration.
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of 25.4 mm ID loop. However, it is interesting to note that in some 400
flow conditions, the void profiles showed off center pealg: at ---0---runi
z/D=13 of run 2 in 25.4 mm ID test section andzib =7 of run x. ===f=-run2
8 in 50.8 mm ID test sectionThis off-center peak distribution of el ==LF--run3d
the void fraction is also reported by Wang et[&]] and Kashinsky 300 - e ==-0---run4
and Randin[9]. This phenomenon of the off-center peak void e sl UL
distribution needs further |nvest|gat|on Koooom oo e X
The interfacial area concentration is proportional to the voné 00 |
fraction and inversely proportional to the bubble Sauter mean cﬁ Arveeenn
ameter. In most of the flow conditions, the radial distribution o B AR TEEEEs A
the group 1 bubble Sauter mean diameter was uniform. Hence, 1
radial profiles of void fraction and the interfacial area concentre 100 |  Bre-een . _
tion are quite similar. As the group 2 bubbles form, the Saute § ________::::'_g::::::;:::::.,....-...9
mean diameter increases and has broad peak at the center. 8.:: ____________________ o
increase in the Sauter mean diameter tends to reduce the inte | 77T O movsmmmeeTeT
cial area concentration in the center. Such flow conditions sho 0 : .
dissimilarity in thea anda; profiles. This is evident from Fig. 8, 0 50 100
which shows theax and a; profiles for run 14, which is in the z/D [}
transition region between the bubbly and the slug flow. The
bubbles were classified based on their chord lengths into groufrig. 9 Axial development of area averaged  a; forruns 1, 2, 3, 4
(<10 mm and group 2>10 mm). This classification was basedand 6 in 25.4 mm ID loop.
on the difference in the bubble interaction mechanisms for the two
groups of the bubbles. The difference in the distribution of the two
groups of the bubbles is also evident from Fig. 8. Interfacial Area Transport. Interfacial area transport model is
The radial profiles of group 1 bubble velocities are shown i dynamic approach for predicting the interfacial area concentra-
Figs. 4c) and(d) and Figs. %) and(d) for runs 2 and 5 in 25.4 tion in two phase flow systems, as opposed to the static, algebraic
mm ID and 50.8 mm ID loops respectively. The bubble velocitynodels based on the flow regimes maps. The foundations of the
profiles are compared with the estimated liquid velocity profiles #&terfacial area transport equation were first established by Koca-
z/D=133. The liquid velocity is estimated with the correlatiormustafaogullari and Ishjil1]. The interfacial area transport equa-
given by[10]: tion dynamically predicts the interfacial area concentration along
a flow field from given boundary conditions. In order to complete
r\n the interfacial area transport model, constitutive relations for the
ug(r)=us mzn(l_ﬁ) source and sink terms appearing in the right hand side of the
interfacial area transport equation have to be developed. This is
(n+1)(2n+1) (jy) achieveql by mech_anistically modeling the bubb_le inte_raction
Uf mas= 5 mechanisms for a given two-phase flow. Recently, interfacial area
' 2n 1~a) transport equation for adiabatic air-water two-phase flow was de-
) veloped for various channel geometri{d2—14. In view of de-
n=2.95 Ré.0805 Re = 2pi(j )R @) veloping the interfacial area transport equation for downward two-
' ' e phase flow, and of providing an experimental database to evaluate
the interfacial area transport model, the present study was carried
whereus is the local liquid velocityR andr are the radii of the out.
test section and the radial coordindteiginating from the pipe  Figures 9, 10 and 11 show the axial development of the inter-
centerling, respectively;p; and u; are the density and dynamicfacial area concentration for the bubbly flow conditions. In gen-
viscosity of the liquid phase; angly) is the area-averaged voideral, it was found that the area averaged void fraction tends to
fraction. decrease in the downstream direction for flow conditions with low
In most of the flow conditions, the bubble velocity profiles arsuperficial liquid velocity {;<2.5 m/s), while it increases for the
nearly uniform across the flow cross-section or close to the pow@oew conditions with higher superficial liquid velocities.
law profile. The velocity profiles are similar at different axial lo- Considering air as an ideal gas, void fraction and pressure are
cations for most of the flow conditions. However, the velocitynversely proportional to each other. The pressure gradient is the
profile in run 5 in 50.8 mm ID test section is peaked off-centeredum of the hydrostatic pressure gradient and the frictional pres-
That is bubbles in the central region move slower than those in there gradient. In downward flow, the hydrostatic pressure tends to
surrounding area. This can be explained based on the center peakease in the downstream direction while the frictional pressure
distribution of the void and the fact that in downward flow, thelrop tends to decrease the pressure in the downstream direction.
bubbles tend to move slower than the liquid. Hence, in the flottence, for low liquid flow rate conditions, the pressure increases
conditions with low liquid velocities, the liquid velocity in the at higherz/D locations causing the void fraction to decrease,
central part of the channel is lower than that in the surroundinghile the opposite is observed in the case of flow conditions with
area, which is also reflected in the bubble velocity profiles. Sonmégh liquid flow rates. Interfacial area concentration is propor-
velocity profiles show higher bubble velocities in the vicinity oftional to the void fraction. Hence in most of the bubbly flow
the wall. This can be attributed to the measurement error duedonditions, the axial development of the interfacial area concen-
insufficient number of bubble samples collected by the probe neeation is similar to that in the void fraction.
the wall. However, bubble coalescence mechanisms tend to decrease the
The comparison of bubble velocity with estimated liquid velocinterfacial area concentration, while bubble breakup mechanisms
ity clearly shows that the bubbles in downward flow move slowedend to increase the interfacial area concentration. The runs 1, 2,
than the liquid. The gravity force acts on the bubbles in the uand 6 in 25.4 mm ID loop have same superficial liquid velocity
ward direction, i.e., opposite to the flow direction. Hence, thg:=1.25m/s) but different superficial gas velocitiesjq (
bubbles move slower than the surrounding liquid. The drag foree0.15 m/s, 0.087 m/s, 0.243 m/s respectivelJhe void fraction
by the surrounding downward flowing liquid acts in the downin these flow conditions is progressively higher. It can be observed
ward direction. The balance between the two forces determine fhem the Figure 9 that decrease in the interfacial area concentra-
terminal velocity of the bubbles. tion is higher in run 6 as compared to runs 1 and 2. This is due to

n
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the increase in bubble coalescence mechanisms. The effect ofghew significant increase in the interfacial area concentration.
increasing superficial liquid velocity is also evident from Fig. 9Similar trends are also observed in the 50.8 mm ID loop.

The runs 2, 3, and 4 have similar superficial gas velocitjgs ( The runs 7 and 14 in 25.4 mm ID test section are near the
=0.087 m/s, 0.085 m/s, and 0.086 m/s respectivelpile differ- bubbly to slug transition boundary. Figures 11 and 12 show the
ent superficial liquid velocities.j¢=1.25 m/s,2.12 m/s,3.11 m/s) axial development of the void fraction and the interfacial area

It can be observed that the interfacial area concentration decreas@scentration for group 1 and group 2 bubbles in these flow con-
for the run 2 and 3 while increases for the run 4. This can ltions. In run 7, the void fraction of group 1 bubbles decreases

attributed to the break-up of bubbles due to increased turbulengkile that of group 2 bubbles increase in the downstream direc-
intensity with increased liquid velocity. The runs 8, 9, 11, 12, 1%ion. This suggests that the group 2 bubbles are formed by the
and 18 in 25.4 mm ID loop, which have high liquid velocity alsaoalescence of group 1 bubbles. However, run 14 show the oppo-
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Fig. 11 Axial development of local parameters for run 7 in 25.4 mm ID loop
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Fig. 12 Axial development of local parameters for run 14 in 25.4 mm ID loop
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site trend. In this flow condition, the group 2 bubble void fraction
decreases in downstream direction, while that of group 1 bubb
increases. The area averaged interfacial area concentration profi
also show similar trends. This shows that there exist break-u T
mechanisms to form small bubbles. Run 14 has higher superfici |
liquid velocities (;=3.99 m/s) as compared to that in run jz (1 0
=2.12 m/s). Hence there is increased turbulence intensity in the
flow conditions, which leads to increase in bubble disintegratior

Drift Flux Model Analysis. The two-phase flow analysis using
the drift flux model by Zuber and Findlgyt5] is presented in this
paper. They presented the drift flux model, which has been widel
accepted for predicting the two-phase flow behavior in a vertice
tube. The model takes into account the effect of a nonuniforr
flow and a concentration distribution between the phases. Tt
drift flux model is formulated by

% ={vgh=Co(i) +{Vg;) ()

-10

<g> [mis]

<_] g>

-20

whereC, is the distribution parameter and;; is the drift veloc-
ity. The distribution parametet,, generally depends upon the -30

pressure, flow regime and flow path geometry, and is defined as . ) ) )
Fig. 13 {j) vs. (jgM/{(a) plot from data with correlations by

Co= (aj) . Hirao et al. [15]
°" (@)(D) ©)

The drift velocity, Vg, is defined as the gas velocity relative to
the superficial velocity of the two-phase mixture, which is givealso reflect the effect of the drift velocity. Furthermore, the thresh-
as olds, which were also determined with respecj,tavere nondi-
) mensionalized by applying the const&fM;).
Vgi=vg—i=(l-a)y, (7 An impedance void meter is capable of measuring the area-
wherew, is the relative velocity between the phases averaged void fre_lction(a), thus the experimental results were
Hiraor et al.[16] and Kawanishi et al[17] studied a steam- plotted on(j) vs. (jg)/(a) plane. The() and(j,) were measured
’ by a magnetic flow meter and a rotameter, gadwas acquired

water downward two-phase flow for 19.7 mm ID and 102.3 mng_an impedance void meter. Figure 13 shows all the experimental
S

ID round tubes, and proposed correlations based upon their ¥85ults obtained by an impedance void meter from both the 25.4

perimental results as well as the previous data. The drift velociﬁm ID and 50.8 mm ID loops with the correlation proposed by
for downward flow was given the same as that for churn-turbule irao et al.[16]. It shows reasonably good agreement in general:

although theC, value for the higher flow rate region is slightly
(Ug(pf_pg))o.zs overestimated. This overshoot @, may stem from the fact that

bubbly flow, given by Ishi[18] as,

(Vgin=v2 (8) Hirao et al.[16] empirically developed the correlations with the

data up to(j)=—10 m/s, and the data in higher flow rate such as

In their studies, the distribution parameter was empirically deter-20. 0F =30 m/s was not available. The present experimental

mined with respect to the superficial velocity of the two-phad@Sult showed that the distribution paramet@s, tends to de-
mixture, (j), as crease as the flow rate increases on the higher flow rate region,

such as(j)<—10m/s. In view of this, God@19] made further
p modification on the correlations for the distribution parameter.
Cy=0.9+0.1 =4 25 m/s<(j)<0 m/s (9) First, Cy was classified into three regions, such as low, high and

P intermediate flow rate. Second, some of the coefficients in the
formulas and the thresholds with respect to the non-
Co=0.9+ 0_1\/£_0.3( 1— \/E) (2.5+(j)); dimensionalized superficial mixture veIociQ,*) were modified
ps Pt based on the present database. The resulting correlations are:
—3.5 m/s<(j)<—-2.5 mis (10) Pg
Cp=0.9+0.1 p—; —-13<j*<0 12)
f

col.z—o.z\/é; (iYy<-35 mis (11)
Pi co—o.9+o.1\/§—(1— \/§)(0.45+0.03€(j*>);
f f

However, there is one shortcoming in the correlation for

—3.5m/s<({j)<—2.5m/s. The distribution parameter, which is —22<j*<-13 (13)
originally defined by Eq(6), must be a nondimensional number;

notwithstanding, they determined the formula in a dimensional p p i*
form, as shown in Eq(10). This formula was, therefore, nondi- Cy=1.26-0.26 —9—0.26< 1- —g)(l—ex;{m});
mensionalized by employing the drift velocit§V;), given in Pt Pt 1

Eq. 8, in the present study. Hirao et fl6] developed these cor- jr<—22 (14)
relations for the distribution parameter based upon the constant

drift velocity, and this constant drift velocity contributes the diswherej* is defined by

tribution parameter quantity as an anchor. In other words, the )

distribution parameter was solely determined by the constant drift Pk — (1) (15)
velocity to fit the experimental data. Thus, the correlation might J (vgid
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Fig. 14 () vs. {(jgM/{a) plot; experimental data with present correlations (Circle: Data, Solid Line: Further modified correlation )

These modified correlations are plotted with the present expeAicknowledgments
mental results, and shown in Figs. (&% and (b), for both the

entire flow rates and lower flow rates, respectively. This work was supported by USNRC Office of Nuclear Regu-

latory Research.

Nomenclature
4 Summary Latin Symbol

The present research performed detailed experimental studies in % _ g\i:)eerfgi(gflrl];reera concentration
the vertical co-current air-water downward two-phase flow. Aless 5~ _ g2 ter mean diameter

A e ! . sm

subjective and more scientific method is employed in the flow ~~¢ _ frequency
regime identification study by employing an impedance void o _ . o5cired impedance
meter coupled with the self-organized neural network. In the ex- ~y' — non-dimensionalized impedance
periment, detailed local two-phase flow parameters were acquired ~ . _ mixture volumetric flux P
by the state-of-the-art conductivity probe, which included local N _ ficial liquid velocit
time-averaged void fraction, interfacial area concentration, bubble It _ zﬂpgf:g:gl 'gg' V(;/Ig(?ifl Y
velocity and bubble Sauter mean diameter. The area-averaged data ? _ racEI)iaI dista%ce y
acquired by the impedance void meter were analyzed by the drift — liquid velocit
flux model. Three different distributions parameters were devel- Ui T q loci y
oped for the different ranges of non-dimensional superficial veloc- ‘9 ~ gas velocity
ity, defined by the ratio of total superficial velocity to the driftGreek Symbol
velocity. The new correlations can be applied to a co-current , — yoid fraction

downward two-phase flow in a wide range of flow regime span-  , — standard deviation

ning from bubbly to annular flow. In summary, following obser- ,, — skewness

vations were made:
Operators
1. Unlike the vertical upward two-phase flow, the flow regime )
boundaries highly depend on the pipe sipe flow area in the @y
co-current vertical downward two-phase flow;
2. Interfacial structures in the co-current vertical downward
two-phase flow are quite different from that in the upward verticdReferences
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= Area averaging operator
Void weighted area averaging operator
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Mamoru Ishii This paper presents an experimental study of local liquid velocity measurement in down-

ward air-water bubbly and slug flows in a 50.8 mm inner-diameter round pipe. The axial
liquid velocity and its fluctuations were measured by a laser Doppler anemometry (LDA)
system. It was found that the maximum liquid velocity in a downward two-phase flow
could occur off the pipe centerline at relatively low liquid flow rates and this observation
is consistent with other researchers’ results. The comparisons between the liquid flow
rates measured by a magnetic flow meter and those obtained from the local LDA and
multi-sensor conductivity probe measurements showed good agreement. In addition,
based on the local measurements the distribution parameter and the drift velocity in the
drift-flux model were obtained for the current downward flow tests.
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Introduction phase flows. Despite the above mentioned investigations in down-

The phase distribution and turbulence structure in gas-liquﬁvéard flows, compared to the numerous studies performed in ver-

two-ph flows are cl v related t h other. Experiment al upward and horizontal two-phase flows, however, data of the
0-phase llows are closely related to each other. Experimenta Xruid velocity distribution and turbulence structure in downward
the local phase distribution can be measured by optical prok?

ductivi be. ad di ) hni d th | fows is still quite limited, in particular in the flow conditions with
conductivity probe, advanced imaging technique, and thermal glja, jiquid flow rates. Furthermore, no detailed information of the

emometry, such as hot f'lm. prpbe; while the local \(elocny aNfbcal relative velocity between the gas and liquid phases has been
turbulence structure of the liquid phase can be obtained by la$g{,eajed for the downward flow.

Doppler anemometryLDA), hot film probe, and particle image |, the present experimental study, local measurements were
velocimetry. In literature, considerable amount of research haygrformed for a vertical co-current air-water downward flow in a
been carried out to investigate the local liquid velocity distributiogg 8 mmID round pipe with relatively low void fraction. An LDA

in two—phase flowg1-10]. Most of the previous investigations system was used to measure the local aiaD) velocity and the
focused on co-current upward flow in vertical ducts. Only veryrpulence of the liquid phase. To enhance the data rate, Titanium
limited research has been conducted for downward flow, whigfioxide particles with a mean diameter of 2 micron were used as
can be important in many industrial applications, such as chemigaleding particles. In addition to the local liquid velocity and tur-
reactors and in particular, nuclear reactors under accidental c@irence, the local time-averaged void fraction and bubble velocity
ditions. A good understanding for the downward two-phase flow igere obtained by miniaturized four-sensor conductivity probes in
needed for efficient performance and safe operation of variotie previous experiments performed by Gdda], as well as in
chemical and nuclear power reactors. the current experiments for additional test runs.

Oshinovo and Charldd.1] are among the early researchers who Based on the local LDA and conductivity probe measurements,
studied downward two-phase flows. They performed experimentg liquid superficial velocity can be calculated by the area inte-
for downward and upward gas-liquid flows in a 25.4 mm innegration of the local liquid velocity and the void fraction measure-
diameter(ID) vertical tube coil containing two risers and a downments, such asfsu¢{(1— a)dA/A. The comparisons between this
comer, which were all connected by “U” bends. They found thatalue and the one obtained from an inlet magnetic flow meter
the liquid holdup in downward flow was always less than that ishowed quite good agreements. In addition, the distribution pa-
upward flow, which indicated that the gas velocity in downwardameter,C,, and the drift velocity{(V;), in the drift flux model
gas-liquid flows is smaller. Later, detailed experimental studi¢37] were also calculated based on their definitions. It should be
were carried out by Clark and Flemn{d2,13 in 50 and 100 mm mentioned that the current paper is based on a manuscript pre-
ID pipes for downward bubbly flows. Their primary interest fosented in ASME/JSME 2003 Joint Fluids Engineering Division
cused on the averaged bubble velocity. Summer Meeting18] and a previously published papger9].

Wang et al[14] and quite recently, Kashinsky and Ran@iip]
carried out extensive experiments for the local liquid velocity prd&=xperiments
files as well as the turbulence structure in bubbly downward flow. ) ) )

They found that the maximum liquid velocity could occur off the Experimental Loop. Figure 1 shows a schematic of the

pipe centerline, which is quite different from the upward twopresent vertic_al cq-current downward air-wayer two-phase loop.
Air was supplied via external compressors with a constant back-

*Corresponding author: xsun@ecn.purdue.edu pressure of 900 KPa. To generate bubbles of _nea}rly uniform size
Ipresent address: Nuclear Engineering, University of Missouri-Rolla, 219 FultéH the inlet O_f the test section, one sparger unit with a mean pore
Hall, 1870 Miner Circle, Rolla, MO 65409, USA. size of 10 micron was used in the bubble injector. The water was
%Present address: Mitsubishi Heavy Industries, Ltd., 3-3-1 Minatomirai Nishi-kefjrst demineralized, and then a small amount of Morpholine was

Yokohama 220-8401, Japan. . . .
Contributed by the Fluids Engineering Division for publication in ticeJBNAL added to increase the electrical conductance. The test section was

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division@ Vertical 50.8 mmbD acrylic round pipe with an QV_era” length of
May 27, 2003; revised manuscript received July 15, 2003. Associate Editor: J. Ka&#81 m. Three probe-mount ports for conductivity probes were
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Fig. 1 Schematic of the experimental loop.

installed in the test section at axial locationszob =7, 34, and

ing. This resulted in a maximum of 1.5% uncertainty for the
liquid flow rate measurement. The air flow rate was measured by
several rotameters with an accuracy ©#% of the full-scale
reading. The backpressure of the inlet gas and the local pressure at
the exit of the test section were measured by pressure gauges with
an accuracy of- 3% of the full-scale reading; while the differen-

tial pressure(DP) along the test section was measured by a DP
transducer with=1% of span uncertainty.

It is well known that LDA applications in high void fraction
two-phase flows can lead to large measurement uncertainty. Due
to strong scattering of the beams by bubble surfaces, the intensity
of the laser beams decreases significantly along their paths in the
mixture at high void fraction, in which large bubbles may appear.
The flow visualization showed that cap bubbles were observed at
relatively low void fraction £10%) in the present downward
flow facility. Therefore, the current experiments were performed
in the flow conditions in which the area-averaged void fraction
was less than 10%, so as to reduce the measurement uncertainty.
Table 1 shows the current experimental flow conditions in detail.
In the table, the test runs with “L” and “T” in the run numbers are
single-phase water flows and two-phase air-water flows, respec-
tively. The local air superficial velocity was obtained through the
rotameters by considering the local pressure. These flow condi-
tions are also depicted in a flow regime map, which was devel-
oped in the current downward flow lo¢f6], as shown in Fig. 2.
From the figure, it can be seen that some flow conditions are in
either bubbly-slug flow transition region or slug flow.

LDA Setup. An integrated LDA system from TSI was used in
the present experiment to measure the axial liquid velocity. The
argon-ion laser of the system has a maximum power of 100 mW.
Back-scattering is the available mode to receive scattered light.

The LDA measurement was performed at an axial location of
z/ID=52.5. The increment of the radial movement of the measure-
ment volume in the fluids was set as 2.5 mm in the regions of
r/R<0.7 and then 1.25 mm in the region near the wall. Here
andr are the radius of the test section and the radial coordinate
(originating from the pipe centerlinerespectively. It should be
noted that due to the difference of the refractive index between the
air and water, the actual movement of the measurement volume in

67, respectivelyf16]. Note that thez-coordinate originated from water is about 1.33 times of the probe traversing distdimcair)

the inlet of the test section and pointed to the downward directior20]. The photomultiplier tub€éPMT) voltage of the LDA system
The liquid flow rate was measured by a 50 nih magnetic was set as 1,095 to 1,132; while 2,000 to 150,000 data points were

flow meter, which had an accuracy ©fl % of the full-scale read- collected at each measurement location depending on the flow

Table 1 Measurement conditions and results.

LDA at z/D=52.5 Drift-flux Model
Percentage

Run (i) (ig* (@)? () (u(1-a)) difference (Vg
No. [m/s] [m/s] [%] [m/s] [m/s] [%] C, [16] Co [m?s]
L1 0.630 - - 0.650 3.15

L2 1.263 - - 1.298 2.71

L3 2.5632 - - 2.559 1.08

L4 1.015 - - 1.049 3.40

L5 3.510 - - 3.526 0.47

Tl 0.621 0.004 0.57 0.658 0.654 5.32 1.139 1.077 -0.14
T2 1.248 0.004 0.24 1.301 1.298 4.01 1.139 1.076 -0.16
T3 1.254 0.031 1.86 1.331 1.306 4.21 1.149 1.080 -0.23
T4 2.489 0.030 0.74 2.603 2.583 3.79 1.188 1.107 —0.05
T5 0.620 0.049 7.10 0.706 0.656 5.82 1.146 1.026 -0.14
T6 1.247 0.084 6.50 1.390 1.300 4.26 1.144 1.062 -0.17
T7 2.487 0.082 2.44 2.618 2.554 2.71 1.182 1.108 —0.04
T8 2.496 0.152 5.08 2.701 2.564 2.71 1.162 1.089 —0.02
T9 1.251 0.052 4.52 1.337 1.277 2.06 1.074 -0.25
T10 2.502 0.193 8.21 2.691 2.470 -1.30 1.069 —0.08
T11 3.463 0.081 2.29 3.586 3.504 1.16 1.085 -0.27
T12 3.468 0.162 4.88 3.681 3.501 0.96 1.077 -0.11
T13 3.463 0.321 8.47 3.878 3.549 2.48 1.088 —0.06

Yjg) values are given a/D=52.5.
%(ay values are linearly interpolated from the local conductivity measurememi®at 34 and 67.
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Jp [m/s] been developed. However, it was found that those approaches
10 1 0.1 001 0.001 were not practically applicable in the current experiments due to
rr———— 0.1 the nature of the integrated LDA system and the relatively high
flow rates[18,19.

Velidandla et al[26] applied a back-scattering LDA system in
bubbly flow and found that the bursts of the seeding particles
could be separated well from those of the bubbles by using dif-
ferent frequency shift and PMT voltage values. No further data
reduction was needed to obtain the liquid velocity. In the current
° experiment, a similar approach was adopted due to the available
1 instrument. To ensure that the current LDA setup has negligible
T2 11 [mlfs] contribution from the bubble interfaces to all effective burst sig-
° ° nals, the following procedures were appligd]:

Annular Unstable

T4 1 1. The current experiment was performed in relatively low
° void fraction conditions. The maximum area-averaged void frac-
tion in all the flow conditions was about 8.5%, as shown in Table
TI3 Ti2 Til 1.
] 2. Titanium dioxide particles with a mean diameter of 2 micron
were used as seeding particles. In the current flow conditions, the
ratio of the seeding particle number concentration to the bubble
number density is on the order of 100.
Fig. 2 Flow conditions on a flow regime map for the two- 3. A high voltage value was applied to the PMT of the LDA
phase flow experiment. system, usually around 1,100 V. In general, the intensity of the
laser light scattered by the bubbles is higher than that scattered by
the small seeding particles. Therefore, a relatively low PMT volt-
conditions. A maximum of 5-minute data was acquired at eacge will lead to the situation that the majority of the effective
measurement location. Through the TSI software, the velociburst signals are from the bubble interfaces other than the seeding
information was directly obtained and saved for further daggarticles. However, a high PMT voltage will reverse the above
reduction. result at low void fractions with the presence of enough seeding
To examine the accuracy of the mean axial liquid velocity megarticles.
surements, the area-averaged liquid superficial velocity was cal4. The maximum power of the laser beams was used during the
culated as experiments, which increased the beam intensity scattered by the
seeding particles.

1
(1-ajup= A f [1—a(r)]udr)dA, @) By following the above procedures, Sun et[4l8] were able to
A obtain the information of the liquid velocity and its fluctuations
whereA is the cross-sectional area of the pipe;and « are the without any further discrimination process. The mean liquid ve-
measured liquid velocity and the void fraction by conductivityocity, u;, and its mean fluctuationy;, were directly obtained
probes. This area-averaged value was then compared to the cdin@n the output of the LDA system as:
sponding inlet liquid volumetric flux given by the flow meter as

N N
1 — 1
(J >: g (2) Uf:NE Ui and U= \/uf/2: NE ufZ’i_ufZ, (3)
f A’ i=1 i=1

J 10

where Q; is the liquid flow rate measured by the magnetic flow/here us; is the ith velocity value acquired by the LDA. By
meter. It should be noted that similar comparisons were made@BPlying this approach, the present results showed that the differ-
benchmark the measurement accuracy of the void fraction aface between the area-averaged liquid volumetric e
bubble velocity[16]. The void fraction measurements by the con= @)U), and the inlet(jy) measurement was withi:6%, as
ductivity probe were benchmarked against impedance voRfown in Table 1. The detailed discussions of the measurement
meters. The differences between the two instruments were witfifsults are presented in the following section.
+10%.

Experimental Results
Measurement Approach In the current experiments, repeatability of the experimental

The LDA has been a well-established and extensively used irsults was carefully examined in both single-phase and two-
strument for local velocity measurements in transparent singlghase flow conditions. Repeated runs were carried out for Runs
phase flow because of its high accuracy, good spatial resolutitvi, T1, and T10. In addition to perform complete repeated runs,
and nonintrusive features. In general, small seeding particlegular check was randomly made when acquiring data. In all
(around the order of micronserve as the scattering centers fothese cases, the differences were withi2.6%, which ensures
the laser beams and are assumed to follow the main flow. Hogeod repeatability in the current experimental setup.
ever, its application in gas-liquid two-phase flow becomes com- A benchmark experiment in single-phase liquid flow was first
plicated because large particles, such as bubbles, also scattecasried out to examine the performance of the LDA system. Good
reflect laser light; and the burst signals generated by these s@greement between the area-averaged liquid velocity and volu-
tered lights may also be interpreted as effective velocity informaaetric flux(j;) was obtained, within 4% difference, as shown in
tion by the LDA system under certain criteria. Therefore, to obtaifeble 1. Also, the axial velocity fluctuations showed satisfactory
the liquid velocity, it has been considered important to distinguiskgreement with the experimental data acquired by L@@}, as
the liquid signals from the interface signals. shown in[18,19.

In the past, considerable efforts have been made to distinguishin the two-phase flow experiments, conductivity probes were
the signals in the continuous liquid phase from those in tHast used to measure the void fraction and the bubble velocity.
bubble-liquid interfaces by many researchf8s6,20—28 Sev- The measurement principle of the conductivity probe is based on
eral signal discrimination and data reduction approaches habe difference of the electric conductance between the water and
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gas phases. Readers are referred to a paper by Kim [@Chfor 0.15
details on the measurement procedure and signal processing aTl o7T5
scheme. Since the local measurements of the conductivity probe
were performed at locations afD =34 and 67, the distributions
of the void fraction and bubble velocity at the locations where the 01 °
LDA measurements were carried out, i.elD=52.5, were lin- a °
early interpolated from the local measurements. This interpolation °
may introduce additional uncertainty due to the non-linear nature 005 F °
of the flow structure development, especially when a flow regime ’
transition is involved in the flow.
Figure 3 presents the void fraction results acquired by Goda 3 o o o 4
[16] for test Runs 1-8 and obtained in the current experiments for 0
Runs 9-13. In these flow conditions, Runs T1, T2, T4, T5, and T11 0 02 0.4 06 0.8 1
were in bubbly flow while cap bubbles or slug bubbles were cap-
tured by the conductivity probe in other test runs even though the
averaged void fraction was quite low. In general, the void profiles
had a center-peaked distribution except Runs T2 and T10, in 0.15
which the void peak appeared at arouri@®®R=0.6. This center- oT? oT3
peak void distribution is quite different from the vertical upward aT9 oTé6
flows in which wall-peaked void profiles can be often observed.
This may be related to the bubble lateral lift force. Olg o o o o o
Figure 4 shows the results of the axial liquid velocity for four o
different superficial liquid velocities, namelyj)=0.62, 1.25, °
2.50, and 3.50 m/s. In general, the presence of the bubbles tended 4 & 4 A
to flatten the liquid velocity profile, which was also observed by 005 1 Ao
Wang et al.[14]. For some flows, the maximum liquid velocity ¢ © © o o° O o a,
occurred slightly off the pipe centerline, for exampiéR=0.2 s o8
for Run T1, 0.1 for Run T3, and 0.2 for Run T7. In particular, the ol—n n o0 o © .0 Ognpg 8 |
locations of the maximum liquid velocity werdR=0.5 for Run
T6 and 0.8 for Run T5, in which the area-averaged void fraction 0 ’ R
were 6.5% and 7.10%, respectively. Wang ef &4] and Kashin-
sky and Randif15] had the same observations in their downward
bubbly flow experiments. Wang et &l.4] attributed this phenom- 0.15
enon to the bubble “coring” in downflow that retarded the flow in aT4 oTI7
the core due to buoyancy. Thus, the liquid in the core tended to AT8 oTi0
divert into the low void fraction region near the wall. However, A a
the authors have a different viewpoint on this phenomenon. In 01 4 © 6 8 A °
downward flow, the wake region of the bubbles is in the same g o
direction of the main flow and the liquid velocity in the wake T o a °
region is smaller than that out of the wake. Also, the void profile 00s + o A
in downflow is generally center-peaked. Therefore, the maximum ’ ° A
liquid velocity will generally occur off the centerline of the pipe
provided that the void fraction is considerably large. Since the T -
magnitude of the wake depression is approximately constant, this 0
effect becomes less significant in the conditions with high liquid 0 0.2 04 0.6
flow rates. Moreover, Kashinsky and Randitb] also showed r/R
that the larger the void fraction, the larger possibility this phenom-
enon would occur. This observation also agreed with the present
experimental results and is consistent with the above explanation 02 d
to this phenomenon. In addition to the local velocity profiles, the OoTi] ©TI2 ATI3
holdup-weighted area-averaged liquid velocify)), is given in o1s |
Table 1. Here{{us)) is defined as: A A A, A

Do
fo b
o b

ot
o0

& A

l-«a o | a
()= “1_—<;>“’> @) R S s

°
. e . . 05 | ®oo00
Furthermore, Fig. 5 shows the axial liquid velocity fluctuations 005 o o o o g oot

in two-phase downward flow. At low void fraction conditions ®Ogon
(<1%), theaxial turbulent fluctuation was not significantly af- 0 . . . L
fected by the addition of the gas phase. However, with the larger
void fraction, the liquid turbulence increased, especially in the ’ /R

core region, where the liquid was considerably influenced by the

presence of the bubbles. This was, in particular, evident in RuRfg. 3 The void fraction measured by the conductivity probe

T5, T6, T10, and T13. In these flow conditions except T5, cdpr {j»: a 0.62 m/s, b 1.25 m/s, ¢ 2.50 m/s, and d 3.50 m/s.

bubbles were observed, which may increase the liquid velocity

fluctuations. Furthermore, in general, the axial turbulence waseaked distribution. Again, this observation agreed with Wang
quite uniform in the radial direction. This may be attributed to thet al.[14] and Kashinsky and Randi5]. It is also interesting to
fact that the bubble-induced turbulence in the core region is munbte that the fluctuating liquid velocity started to decrease around
larger than that near the wall region since the void had a congR=0.8 in Runs T5 and T6.
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Fig. 4 The mean axial liquid velocity in two-phase flow experiments for (jy: 2 0.62 m/s, b 1.25 m/s, ¢ 2.50 m/s, and d 3.50 m/s.

The addition of the gas phase usually increases the turbulevitere,E, is the error of quantityA, which is a function oB, C,
intensity in the continuous liquid phase. However, Serizawa et and etc. The magnetic flow meter had an accuracy d#6 of the
[2], Tsuji et al.[31], Michiyoshi and Serizaw#32], and Wang full-scale reading. In the current experiments, the full-scale read-
et al.[14] observed a reduction of the axial liquid turbulence inng was adjusted to ensure that the actual reading was around 2/3
some two-phase flow conditions. No noticeable turbulent reduaf the full scale. Then(j;) may have a maximum uncertainty of
tion in the current downward flow conditions was observed. Thabout 1.8% if 1.0% measurement uncertainty is assumed for the
may be related to the relatively larger bubble size and lower vowloss-sectional area of the test section. Therefore, the calculated
fraction in the current experiment. Nevertheless, a broad databasentity ((1— a)u;) may have a maximum uncertainty of 7.8%
in downward flow is indispensable to investigate this phenomensince the difference betwe€itl— «)u;) and(js) is within 6%.
in detail. From Eq.(6), the measurement uncertainty of the LDA can be
In addition to the local profiles of the liquid velocity and fluc-calculated as about 7.9% for a conservative estimation if the void
tuations, the liquid superficial velocity calculated based on tHeaction is assumed to have a maximum of 10% measurement
local LDA and conductivity probe measurements, i.¢(1 uncertainty.
—a)uy), was compared to the boundary conditigr) based on
the inlet flow meter. Table 1 shows the percentage difference of . . . N .
the local measurements with the boundary condition. The perceﬁ‘-smbunon Parameter and Drift Velocity in the Drift-
age difference is defined by Flux Model

(1= a)u)—(jg) The one-dimensional drift-flux modgl 7] has been widely ap-
- X 100%. (5) plied in the two-phase flow analyses for several decades. This
{in) model considered the effects to the bubble velocity of the phase
In most of the flow conditions, the local measurements tended distribution and the local relative motion. It can be written as:
over-predict the liquid flow rate. This could be due to the over- o~
predictions of the liquid velocity and/or the under-estimation of (ugh=Co(i)+ (Ve
the void fraction. The errors in the LDA measurements can come (aj) (aVg) 1, )
from the setup and alignment of the fiberoptic probe and the cali- O=W, (Vgh= W
bration of the traverse distance. On the other hand, the local con- o 9 )
ductivity probe generally under-estimates the void fraction due Where,C, and((V)) are the distribution parameter and the void-
its intrusiveness. Nevertheless, the agreements between the |§¢@ighted area-averaged drift velocity, whig; is the local drift
measurements and the inlet condition were quite remarkab¥é&locity, defined byVg=u,—j. The local superficial velocities
within 6%. for the liquid and gas phases can be obtained by
Furthermore, in analyzing the uncertainty of the LDA measure- C (1 - P
ment, the error propagation scheme was employed, given by Ji=(Amauy, Jg=atg,  J=litg ®
Based on the data of the void fraction and bubble velocity by the

EA=(9A/9B)*Eg+(dA/IC)°EL+ -, (6)  conductivity probe and the LDA measuremert@ig,and((Vy) can
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Fig. 5 The liquid turbulence intensity in two-phase flow experiment for

2

be calculated from their definitions for the current 13 two-phase
flow conditions. The results are presented in Table 1. The aver
agedC, value for this 13 flow conditions was 1.078. Meanwhile,
Goda[16] also estimated th€, values atz/D=34 and 67 for
Runs 1-8 by assuming an empirical axial liquid velocity distribu-
tion and((V ) as—v2[ ag(pi— py)/p?1°% which is applicable to
churn-turbulent flow 33]. For the purpose of comparison, Table 1
also shows the values obtained by linearly interpolating Goda’:
results toz/D=52.5. It was found that Goda’s values are always
slightly higher than the current ones. Sun ef 48] attributed this
difference to the fact that the actual axial liquid velocity in the
current downward flows is flatter than that given by the empirical
relation used by Goda.

The void weighted drift velocity was also presented in Table 1
based on its definition in Eq7). In most of the flow conditions,
(Vg varied from—0.11 to—0.27 m/s, which agreed reasonably
with —v2[ag(pi— pg)/p?1°?X1— )75, the correlation of(V )
for bubbly flow[33]. However, for some of the caseg/)) had u 3

much smaller numerical values. Figure 6 shows the axial quuid[m/ |
S

(@)

velocity by the LDA, the bubble velocity from the conductivity
probe, and the local relative velocity, for two test runs. Here,
the relative velocity has the conventional definition, g u;.
For Run T9,u, is quite uniform in the radial direction. However, 1
in Run T4, the bubble velocity close to the wall had an unexpectec
increase, which leads to the result that the gas phase locall
moved faster than the liquid phase. It is considered that the re
sulted small relative velocity value is possibly due to the errone-
ous measurement of the bubble velocity close to the wall region ()

1.5

U
[nvs] |

0.5

(j): @0.62 m/s, b 1.25 m/s, ¢ 2.50 m/s, and d 3.50 m/s.
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Fig. 6 Gas and liquid velocity profiles and relative velocity be-

Summary and Conclusions :
tween the liquid and gas phase in a Run T9

Local measurements for axial liquid velocity and its fluctua(/ y=0.052m/s) and b Run T4 ({j;)=2.489 and
tions were performed using the LDA for vertical air-water down= 0.030 m/s).

({(jp»=1.251 and
Ug)
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ward bubbly and slug flows in a round pipe with a 50.8 riibn

By applying the special setup of the LDA system, it was found
that no signal discrimination process be required to obtain th

liquid velocity in the present low void fraction conditions.

The benchmark experiments in single-phase liquid flow showedﬁ

[3] Theofanous, T. G., and Sullivan, J. P., 1982, “Turbulence in Two-phase Dis-
persed Flows,” J. Fluid Mech116, pp. 343-362.

é4] Boerner, T., Martin, W. W., and Leutheusser, H. J., 1984, “Comprehensive

Measurements in Bubbly Two-phase Flows Using Laser-Doppler and Hot-film

Velocimeter,” Chem. Eng. Commur28, pp. 29-43.

Ohba, K., Yuhara, T., and Matsuyama, H., 1986, “Simultaneous Measurements

good agreements between the LDA and the magnetic flow meter. " of Bubble and Liquid Velocities in Two-phase Bubbly Flow Using Laser Dop-

The void fraction measured by the conductivity probe generally

pler Velocimeter,” Bull. JSME 29, pp. 2487—-2493.

had a center-peaked profile. The LDA measurement results in the] Lance, B., and Bataille, J., 1991, “Turbulence in the Liquid Phase of a Uni-

two-phase bubbly flow demonstrated that the presence of th
bubbles tended to flatten the liquid velocity profile, and the maxi-
mum liquid velocity could occur off the pipe centerline. Further-

form Bubbly Air-water Flow,” J. Fluid Mech.222, pp. 95-118.

] Liu, T. J., and Bankoff, S. G., 1993, “Structure of Air-water Bubbly Flow in a
Vertical Pipe—I. Liquid Mean Velocity and Turbulence Measurements,” Int. J.
Heat Mass TransfeB6, pp. 1049—-1060.

more, no noticeable turbulent reduction in the two-phase down{8] Aloui, F., and Souhar, M., 1996, “Experimental Study of a Two-phase Bubbly

ward flow was observed in the current flow conditions. The liquid
superficial velocity calculated based on the local LDA and the[g]

Flow in a Flat Duct Symmetric Sudden Expansion-part II: Liquid and Bubble
Velocities, Bubble Sizes,” Int. J. Multiphase Flo@2, pp. 849-861.
Hibiki, T., Hogsett, S., and Ishii, M., 1998, “Local Measurement of Interfacial

conductivity measurements agreed very well with the magnetic = Area, Interfacial Velocity and Liquid Turbulence in Two-phase Flow,” Nucl.

flow meter.

Eng. Des.184(2-3), pp. 287—304.

Furthermore, the distribution parameter and the drift velocity ir10] Sharma, S., Lewis, S., and Kojasoy, G., 1998, “Local Studies in Horizontal

the drift-flux model were calculated based on their definitions

Gas-liquid Slug Flow,” Nucl. Eng. Des184, pp. 305-318.
[11] Oshinovo, T., and Charles, M. E., 1974, “Vertical Two-phase Flow, Holdup

The averaged value for the distribution parameter in the present  ang pressure Drop,” Can. J. Chem. Er&g, pp. 438—448.
13 flow conditions was 1.078; and the drift velocity varied from[12] Clark, N. N., and Flemmer, R. L. C., 1984, “On Vertical Downward Two-

—0.02 to —0.27 m/s. The relative small drift velocity was con-
sidered due to the unreliable local bubble velocity measureme

near the wall region by the conductivity probe.
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Nomenclature

A = cross-sectional area of the test section
C, = distribution parameter

D = inner diameter of the test section

E = errorin Eq.(6)

g = gravitational acceleration

j = volumetric flux (superficial velocity
N = total number of samples

Q = volumetric flow rate

R = inner radius of the test section

r = radial coordinate

u = velocity

u’ = instantaneous axial liquid velocity fluctuation
Uz = mean axial liquid velocity fluctuation
u, = relative velocity
Vg = drift velocity

z = axial direction coordinate

Greek

« = void fraction

p = density

o = surface tension

Subscripts
f = liquid
g = gas

Mathematical symbols

() = area averaging
{ » = void-weighted area averaging
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An adiabatic experiment was conducted to investigate the effect of channel geometry on
. gas-liquid two-phase flow characteristics in horizontal microchannels. A water-nitrogen
Aklvmam K.awahara gas mixture was pumped through a @8n square microchannel and the resulting flow
Dept. of Mechanical Engineering & Materials pattern, void fraction and frictional pressure drop data were compared with those previ-
Science, ously reported by the authors for a 1@@n circular microchannel. The pressure drop data
Kumamoto University, were best estimated using a separated-flow model and the void fraction increased
Kumamoto, Kyushu, non-linearly with volumetric quality, regardless of the channel shape. However, the flow
Japan maps exhibited transition boundaries that were shifted depending on the channel

shape.[DOI: 10.1115/1.1777297
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Introduction by the development of the two-phase flow pattern map and corre-

. . . . .. lations of the void fraction and frictional pressure drop data.
Two-phase flow in microchannels is encountered in miniaturé

heat exchangers that cool electronics and biotechnology systemsMicrochannels. An inspection of the published literature on
Advances in electronic packaging and chemical processing haws-phase flow will easily show that the dimensions of a micro-
driven the demand to improve thermal-control systems such @sannel can vary considerably, but has been mainly limited to
micro-heat pipes, miniature heat exchangers and micro-scale thasout 1 mm. Here, a channel is labeled a microchannel when its
mosyphongPeng and Wand 1]). There is now a growing need to characteristic length is significantly below 1 mm. Strict adherence
remove high heat fluxes from a small area and maintain the de-this definition would eliminate most previous studies that used
sired temperature uniformly. Using phase change as the mdie term microchannel. Very few publications are available on
means to transfer heat, coolant is circulated in rectangular micsiudies involving a diameter of 10@m or less. Guided by the
channels on the silicon wafer of the computer chip requiring coathannel size in compact plate-fin evaporators, Kandljgarre-
ing. Compared to the heat transfer of single-phase forced convéerred to channels with a hydraulic diameter between 200and
tion, the temperature gradient is lower in flow boiling because & mm as minichannels. Based on the size of channels in micro-
the phase change phenomena. This fact implies a higher helgctro-mechanical systeni8IEMS), he proposed a range of 10
transfer coefficient and a lesser demand on the liquid fBtan- to 200um to characterize the hydraulic diameter of a microchan-
ley et al.,[2]). nel used for flow boiling.

There is no consideration of heat transfer or phase change i

this study of adiabatic flow. With the mjection of gas into the CHaNNel Geometry. Due to the capilary force, Bi and Zhao

liquid stream much can be learned from iust the moroholo | argued that water would always be retained in the corner of the
d ' J P 9y Eeannel and create the buoyancy force necessary for air bubbles to

mechanism of adiabatic two-phase flow in microchannels. Sin . :
- ) rise in stagnant water. They had documented the motion of Taylor
heat transfer with phase change is related to the flow structuBe

. I . Ubbles in triangular and rectangular channels with a hydraulic
|dc_ent|fy|ng the two-phase flow pattern Wll! ensure that the apPPrQiameter as small ab,,=0.866 mm andD,=1.0 mm, respec-
priate heat transfer or flow model is applied.

tively. Carey[5] described an alternating sequence of liquid and

sh;hg gﬁrggis;bg;éht'\fvg_aaisgftlgvs(?:]e;mr:ﬂg;ﬁ:fﬁ;t ?:1 Cr:rlgég s slugs in a small circular channel. The gas bubble fills the
P P -inp ntire cross section of the tube and yields a dry wall. There is a

lar, the flow through a microchannel with a square or Circmacromplete separation of the gas phase from the liquid phase, in

cross section of similar size is compared. The comparison wil l%%ntrast to that intrinsic to small noncircular channels. Further-

made based on the flow pattern transitions, void fraction and tWr%‘ore Zhao and B[6] stated that the flow in the corer of a

phase pressure drop. The analysis wil sta(t W't.h a.detalled st féngular channel may stay laminar despite a fully turbulent flow
of the two-phase flow structures by flow visualization, followe the core

According to Kolb and Cerrg7], the shape of a gas bubble
Contributed by the Fluids Engineering Division for publication in ticeJBNAL inside a square channel depends on the magnitude of the capillary

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . .

May 27, 2003; revised manuscript received March 17, 2004. Associate Edirflumber,Ca. For a largeCa, the cross section of the bubble is

J. Katz. axisymmetric and circular. For a smdlla, the bubble shape is
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non-axisymmetric. Here, the cross section of the bubble appedise tee junction had an internal diameter of 266 and was

flat alongside the channel walls and displays an arc of constaiannected to the two-phase mixer, the test section and the mani-

curvature in the corners of the square channel. @attributed fold of pressure transducers. The appropriate pressure sensor was

the non-axisymmetric shape of the bubble in horizontal flow to theelected by manipulating the plug valves on the manifold. The

dominating effect of gravity at lowCa Later, Kolb and Cerrg9] liquid was discharged freely from the microchannel, so the pres-

claimed that the flow in the corners contributes to over 95% of tleire was atmospheric and temperature ambient at the outlet. A

total flow. Clearly, the differences between the flows in noncircuype K (—200 to 1250°¢ thermocouple probe provided the fluid

lar and circular channels can be significant due to the flow at ti@mperature upstream of the microchannel.

corners. The liquid flow rate was measured by collecting the liquid in a
Adiabatic two-phase flow in circular microchannels has beesmall container discharged over a sufficient period of time and

reported by Kawahara et gl10] for D=100um, and Serizawa measuring its weight using an electronic balance (1a®01 g)

et al.[11] for D=20, 25, and 10@:m. The results obtained in this or load cell (50.9%0.255 g). The gas flow rate was read from

study for a square microchannel Bf,= 96 um will be compared three mass flowmetef®—1, 0—10 and 0—50 scOmA correction

to those reported previously by Kawahara e &0] for a circular  was applied to the mass flow readings because the experimental

microchannel oD =100um. conditions were different from those that existed during calibra-
) ) tion. The system was confirmed to be at steady-state by observing
Experimental Details the pressure readings. All analog signals for pressure, temperature

. . . and mass flow rate readings were recorded with a 16-bit data
Experimental Apparatus and Test Section. A schematic of quisition system at 100 Hz.

the experimental apparatus is shown in Fig. 1. Liquid was f()rc'sé:Thta transparent test section enabled the flow patterns to be
through the_ horizontal microchannel by_ a pneumatic pump. Tr?@corded with a video camera against a lighted backdrop. Back-
pump consisted of a pressure vessel filled with deionized watgly q jjjumination was provided by a cold lamp and gooseneck
and connected to a gas cylinder of dry nitrogen gas that pushjggy; ¢ jide placed behind the test section. To observe the structure
the water out. This approach yields a liquid flow that is constagt ye 445 Jiquid flow inside the microchannel, a 5X microscope

and pulsation-free. For this setup, all tubing and compressioggia tive lens was coupled to the video camera as shown before in
fitting connections were made of stainless steel or brass to aveitl "1 Two monochrome CCD cameras were used depending on
any volumetric expansion in the flow loop or leakage undgfq resoiytion and frame rate required for a given run. The first

pressure. camera had a resolution of 1024(¥1024(V) pixels and oper-

A mixture of nitrogen gas and deionized water was pumped inf@ay o 4 maximum frame rate of 30 fps and a shutter speed of

a square microchannel placed horizontally. Nitrogen gas is Praf16 000 s. The second camera offered a resolution of 648(H)

tically insoluble in water and provided the high pressure sour : ;
needed to drive the liquid through the microchannel. The effect 9 423%;&2@;;?;3 ;?ré;;.a maximum frame rate of 125 fps and

channel shape was identified through tests in a square channel
with a hydraulic diameter of 9&um. A circular channel with an  Experimental Flow Conditions. All experiments on the
inner diameter of 10Qum was used earlier for the test sectiorsquare microchannel were conducted at room temperature and at-
(Kawahara et al[10]). The actual diameter was determined fronmospheric pressure at the discharge of the test section. Sufficient
the sample average of images taken with an optical or scanniimge was allowed for data collection to ensure that steady state
electron microscope. Since the microchannel was entirely comeuld be achieved. Also, a longer sampling time was used for the
structed from fused silica by a drawing process, the microchanmaéasurement of the liquid flow rate. The liquid flow rate can be
used was transparent and can be regarded as a smooth chade¢érmined more accurately when the water is weighed over an
Thus, the effect of wall roughness was not explored in this studgxtended period of time. Notwithstanding, some runs warranted a
Long channels of high./D ratio were used to minimize the en-short recording of the data at quasi-steady state due to control
trance and exit effects. The shape and size of the channels cdiifficulties in keeping the flow conditions constant.
pared are listed in Table 1. Typical of conditions found in the literature for microchannel
Three pressure transducers covering different ranges (2l@wv, the Bond number is much smaller than unity (0.000310
+0.52 kPa, 3,450 8.6 kPa, and 24:90.037 kPa), were con- <B0=<0.000313). Flow fields dominated by inertia and surface
nected to a tee junction upstream of the inlet of the microchanrtehsion are both encountered, as indicated by the range of super-
to measure the pressure drop between the channel inlet and oufieial Weber number for liquid (0.00050Weg s=<25) and gas

pressure video pressure
tra;sgdg% recording transducer
P P LI ,
L Lr L] quid LA ’ mixer H,0
il ; ik e E‘%@F—WM————‘:}—* el —
ervol . | i |
. 'load Q(;IIW; 7 P 5 | B i |
electronic  —= {1 ko] 96 um square § TN2
balance | imicrochannel thermocouple
mass flow 4 A I ID[mml] 0.096 5.256 0.50 ‘1.27 0.50 0:}5
X B
transducefs\
gas cylinder
i ; 5 | g data
| * spressure -lacquisition
transducer system
(a) experimental apparatus (b) test section
Fig. 1 Experimental apparatus and test section
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Table 1 Channel Dimensions Frictional Pressure Drop for Two-Phase Flow. The overall
pressure drop measured in horizontal two-phase flow,

Channel cross section D [um] or D m L [mm o i
Lyumm] n Lem] [mm] AP easured 1S given by
square 95.6 65.05 _
circular 99.6 63.90, 65.10 APmeasured‘ A I:)friction"' APcontracti0n+ AI:)acceleration: (2)

where APg¢iction IS the pressure drop due to wall friction,
AP¢ontraction IS the pressure loss due to contraction from the tee
into the microchannel, and P .ccleration 1S the pressure change
(0.000018=Wess<9). The significance of inertia is shown againdue to acceleration. In order to obtain two-phase frictional pres-
by the value of the superficial Reynolds number for liquid (bure drop data, the second and third terms on the right hand side
<Rq s=438) and gas (¥Re;s=612). of Eqg. (2) must be estimated and subtracted from the total two-
phase pressure drop measured. ThuSP.onraction and
; AP ccelerationWere estimated using a homogeneous and separated
Data Analysis flow model, respectively. The void fraction data to estimate the
Frictional Pressure Drop for Single-Phase Liquid Flow accelerational pressure drop were available from the analysis of
For the square microchannel used in the present study, sing.lee video recordings and fitted to a new empirical correlation de-
phase flow experiments were first conducted to determine the friceloped by Kawahara et 4l10]. The reader is advised to consult
tion factor using deionized water. The frictional factor data weréawahara et al[10] for a greater elaboration on the data reduc-
then compared with the conventional values for laminar flow in ton process.
square channel.
If Pchannelis the atmospheric pressure at the outlet of the Magyits and Discussion
crochannel andP,.. is the pressure measured by a pressure trans-
ducer at the inlet tee section, the pressure drop in the microchanTwo-Phase Flow Patterns in a Horizontal Microchannel
nel over the fully developed flow regiod\ P cpannei, Would be  Images of flow patterns captured during the experiment are shown
given by in Fig. 2. To allow comparison with other investigators, an attempt
is made to initially name the flow patterns after those already
observed in~1 mm diameter channels by Triplett et &L3].
They presented bubbly, churn, slug, slug-annular and annular flow
AP AP 1) in their flow pattern maps. These conventional names will be
inlet entrances used, but any departure from the minichannel flow patterns is
whereA Py 1. is the frictional pressure drop in the te®P;, ¢ is pointed out and clarified. Images of the flow patterns observed in
the pressure loss due to sudden contraction at the microcharthel present square and circular microchannels are shown in Fig. 2.
inlet (96 um) from the larger tee junctiof50 um), APgphirancelS Unlike in minichannels, bubbly, churn, slug-annular and annu-
the pressure drop in the entrance region, apdandu.nannei@re lar flow could no longer be identified in these microchannels, and
the mean velocities in the tee section and microchannel, respée slug flow regime became more prevalent. Being typically
tively. For simplicity, the pressure loss within the tee was assumé&minar in a microchannel, the liquid flow lacks the kinetic energy
to be zero. Further information on computing the single-phase break up the gas phase into small bubbles. With the size of the
pressure drop is available in Chung et[4d2]. square channel diminishing, Coleman and Garim¢lld] ob-

) 2
AF)f,channelz Piee™ Pchanner™ E(utee_ uchanne) —A Pf,lee

96 um square channel (j;, = 0.26 m/s, j; = 42.18 m/s) 100 wm circular channel (j;, = 0.25 m/s, j; = 37.87 m/s)

(¢) liquid-ring film

(d) serpentine-like gas core

Fig. 2 Flow patterns in the square and circular microchannels under similar flow conditions
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Fig. 3 Two-phase flow pattern maps using flow pattern definitions for microchannels (m]
slug-ring; O ring-slug; V multiple; ¢ semi-annular; — transition lines )

served the intermittent flow regime become increasingly prevalenactions of different flow patterns were obtained for each two-
during the condensation of the refrigerant R134a. As the hydraupbase flow condition because of the simultaneous occurrence of
diameter decreases, the effect of surface tension outweighs diféerent flow patterns in the channel under any given flow con-
effect of gravity and causes the liquid to be pulled up into the fouwlition. From the observation section of the microchannel, the two-
corners and less liquid would be distributed along the side walihase flow can be classified #4.) liquid alone;(B) gas core with
of the square channel. Stanley et @] tested combinations of a smooth liquid film;(C) gas core with a ring-shaped liquid film
water with argon, helium or nitrogen gas in rectangular micrand(D) gas core with a deformed liquid film. Note that thick and
channels of hydraulic diameters ranging from 56.0 to 25@® thin liquid films of smooth interface are grouped together into
and aspect ratios of 0.492 to 1.548. They observed the flow @ass(B). This classification deals with the shape of the gas-liquid
gime to be composed primarily of slug flow with some annulanterface(types B, C and Don the gas slug. Clag®) includes
flow. flows exhibiting a serpentine-like gas-liquid interface and small
When the mixture volumetric flux is increased at low liquidipples on the interface. When compared to churn flow in a min-
superficial velocities, long bubbles in a minichannel coalesce ichannel, clasgD) flow in a microchannel does not display the
form a gas slug with a visible neck. Triplett et fL3] called this dispersion of bubbles that trail the tail of the gas slug. Inciden-
flow pattern slug-annular flow. Note that these interfacial waveally, the deformed liquid film of a serpentine-like gas core may
comprising the neck of the gas slug can also be found on thppear as a liquid lump in an even smaller microchannel of 20 or
liquid film of annular flow, but the waves are not regularly space@5 um diameter(Serizawa et al.[11]). The number of images
Conversely, the surface waves in microchannels have regulartpntaining each flow pattern was then counted and the probability
spaced peaks of large amplitude relative to the diameter of theappearance was computed for a given flow condition. Based on
channel. These symmetric waves do not lean in the flow directicdhese probabilities and the time-averaged void fraction for each
This flow pattern is called liquid-ring flow in Fig.(2) and is flow condition, four flow patterns were defined as follows:
unigue to microchanneléSerizawa et al.[11]; Kawahara et al., B . . . .
[10]), where the effect of surface tension tends to induce symme.~ ~Sug-ring flow” is the flow in which the probability of class
try in the capillary waves. ) is larger than that ofC) and the time-averaged void fraction is

; PR . less than a prescribed value, 0.8;

Moreover, the shape and motion of the gas-liquid interface in E) Py P P .
microchannel can resemble a serpentine-like gas core moving . Ringd-slug flow” is the flow in which the probability of class
through the tube and, to our knowledge, this type of flow pattetfr) IS 9reater than that aB) and the time-averaged void fraction
has not been previously observed in smal|,& ~1 mm) or large 'S /€SS than a prescribed value, 0.8; .

(D,,>3 mm) flow channels. It is similar to a flow pattern called ° Semi-annular flow” is the flow in which thg flow mostly
“disturbed core-annular” or “corkscrew core flow” occurring in 2/lémates between class@s, (B), and(C) and the time-averaged
liquid-liquid flows (Joseph et al[15]). Hence, the flow pattern in v0|d“fract!on IS gr?ater than a prescribed value, 0.8;

Fig. 2(d) can be thought of as a gas core flow with a wavy film, * -Multiple flow” contains all four flow patterns(A)-(D), and

At high gas superficial velocity, gas slugs merge to form a Ior@'e time-averaged void fraction is less than a prescribed value,
semi-continuous gas core and bring about a high void fraction. "t
is called semi-annular flow, since short liquid bridges still exist to
separate the long gas slugs and prevent the formation of an annufwo-Phase Flow Maps for a Horizontal Microchannel.
lar flow with a fully continuous gas core. On the flow pattern magsigure 3 shows the overall two-phase flow pattern maps devel-
the region of semi-annular flow had a visibly higher void fractiomped for the shapes of microchannels under investigation. The
than those of the neighboring flow patterns, allowing the voidrdinate and abscissa are the superficial velocities of liquid and
fraction for semi-annular flow to be easily determined for thajas, respectively. Here, the superficial gas velocity was calculated
channel size. Semi-annular flow is identified by its high void fradsased on the gas density evaluated at the pressure in the observa-
tion and long gas core. tion area, which was determined by assuming a linear pressure

Another unique characteristic of microchannel two-phase flovariation between the channel inlet and outlet. In Fig. 3, the flow
is the occurrence of multiple flow patterns for a single flow corpattern maps are plotted according to the definitions derived ear-
dition. Obviously, some judgment is required to classify a ruher for flow patterns in a microchannel. All four of the above flow
showing several flow patterns at different times for the same flopatterns were observed in both microchannels, although the tran-
condition and location in the channel. Such a flow condition measition boundaries for slug-ring flow, ring-slug flow, and multiple
be represented by the dominant or most probable flow patternfldw were shifted between the two channel geometries. For a mi-
not a specific flow pattern. crochannel of 10Qum hydraulic diameter or less, these flow pat-

In developing two-phase flow pattern maps for the @& terns are normally hidden behind those defined for a minichannel.
square and 10@m circular microchannels, it became clear that The region of ring-slug flow pattern in the circular channel
new flow patterns need to be defined to fully describe the floeollapsed in the square channel. Notwithstanding the slight differ-
characteristics of the slug flow region for these sizes. The tinemce in size, the cross-section geometry is most likely responsible
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Fig. 4 Volume-averaged void fraction (O from experiment; — from Eq. (3) with C;=0.03, C,=0.97; «---- for homogeneous
flow; ----- from Ali et al. [16])

for the relocation of the ring-slug flow pattern or shift in flow Figure 4 presents the time-averaged void fraction results for
pattern transition between the square and circular channels. Twh microchannels. The void fraction is plotted against a volu-
liquid film in a noncircular microchannel can accumulate in thenetric quality or homogeneous void fractiom3 [=j¢/(jg
sharp corners, whereas the liquid film in a circular microchannelj, )]. Homogeneous flows=B) and the correlation recom-
can build up in thickness along the channel wall or locally denended by Ali et al[16] for narrow channels are shown as a
velop into a liquid ring. In the region of ring-slug flow for the dotted and dashed line in the figure, respectively. For narrow rect-
circular channel, the liquid in the square channel does not formaagular channels witD,,~1 mm, Ali et al.[16] reported that the
ring and is retained instead in the corners. The numerical simulasid fraction can be approximately given by a correlation (
tion of Kolb and Cerrd9] showed that the flow was faster in the=0.88) resembling that formulated by Armand7].
corners than along the sides of a square channel. They reasondtlis clear that the average void fraction for both the square and
this finding to be due to the thicker liquid film at the corners. circular microchannels does not correlate with either the homoge-
. o . . neous flow model or Armand-type correlation. The void fraction
Void Fracthn In a Mlcrochannell. .Im‘age analysis was used remained low for relatively high volumetric qualityg<0.8, but
on the video images of the gas-liquid interface to calculate th¢.eased rapidly for 0:8 < 1. The void fraction data indicate a
void fraction for the 96um square Chaf‘”e' and 190“ C|r_cula_r trong deviation from homogeneous flow and a large slip existing
channel. The method used to determine the void fraction in t§§tween the gas and liquid phases, even at relatively low gas flow
circular channel is described below and was also applied t0 tigag The following empirical correlation was employed to best fit

:ﬂgavrveithd:ﬁgel' The computed void fraction is averaged in SPRfg \oid fraction data and is plotted as a solid curve in the figure:

The void fraction in the 10Q:m microchannel was estimated
by analyzing the recorded images of the gas-liquid interface in the £=C,8%%(1—C,B%9) 3)
observation window of the channel. The video images from 46 1 Ca
experimental runs were examined to produce the void fraction

database for the circular channel. The to_tal number of imag_es Wﬁerecl andC, are constants determined from the experiment.
each run ranged.from 201 to 501. .Each image .covered a dlstalaf:e:0.03 andC,=0.97 for both the square and circular micro-
of about 1 mm in thedflow ci_ldre;:tlon_. Fo: a given hrun,_ a”rthethannels. There were some differences in the flow pattern transi-
images were assigned a void fraction. Images showing liquifl, ), ndaries between the square and circular microchannels,

flowing alone had a void fraction of zero. When the flow patterg ; tne yoid fraction data are quite similar and therefore predict-
depicted a gas core flow with a smooth liquid film or rlng-shapegbIe by the same correlation.

liquid film, the void fraction was assumed to be unity. By sum-

ming the void fraction for each image and dividing by the total Two-Phase Frictional Pressure Drop. Prior to performing
number of images, the time-averaged void fraction can be detdre two-phase flow experiments, single-phase pressure drop data
mined. The success of this void fraction estimation lies in the gagre obtained using de-ionized water in the microchannel. The
core flow always occupying the whole field-of-view, i.e., there ifriction factor was determined from the measured pressure drop.
no image of a liquid bridge or the nose of a gas slug to contef@r the analysis of two-phase frictional pressure drop described
with. When the smooth liquid film is thick, the gas core volumeaext, this friction factor was used to calculate the single-phase
fraction can be estimated by regarding the gas core as a cylindiétional pressure drop.

of smaller radius than the channel radius and taking the ratio ofAccording to some previous studies on two-phase frictional
the squared radii. The issue of optical distortion with this methgatessure drop, the homogeneous flow model can predict experi-
was addressed by Kawahara et[aD]. It was later found that the mental data successfully; e.g., for ammonia-steam flow in circular
error caused by neglecting the liquid film around the gas slug fsinichannels withD=1.46 to 3.15 mm by Ungar and Cornwell
slight and the average void fraction is insensitive to the camerd8], and for air-water flow in circular and semi-triangular min-
frame rate. If the instantaneous void fraction is estimated usimghannels withD,=1.09 and 1.49 mm by Triplett et aJ19].
values of 0 and 1, instead of values between 0 and 1, the averéfyavever, the two-phase flow patterns were much less homoge-
void fraction is overpredicted by about 11%. In addition, the awieous in the present microchannels, as indicated by the video
erage void fraction is essentially the same when determined usintages and very large slip ratios. Thus, the homogeneous flow
images captured at 30 or 15 fps. The development of timeodel is not expected to correlate effectively the current two-
void fraction uncertainty is omitted in this work due to spacehase pressure drop data.

limitation. On the other hand, the development of the Lockhart and Mar-
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Fig. 5 Prediction of the two-phase frictional pressure gradient in the
channel. The C-value in the Lockhart-Martinelli correlation

(a) 96 pum square channel and (b) 100 um circular
(Eq. 4) is averaged from experiment.

tinelli [20] correlation was based on a separated flow assumptions Flow pattern maps for both channels were developed based

and can be represented by Chisholfi] correlation for the on the new flow pattern definitions in the slug flow region, and

two-phase friction multiplier: compared to each other. The liquid flow in the corner of the square
¢f=1+C/X+1/(X2), @ ;::rinnel can account for the relocation of the ring-slug flow pat-

where¢? is the two-phase friction multiplie€ is a constant, and _* Images of the two-phase flow were analyzed to obtain the

X is the Lockhart-Martinelli parameter. This approach has befme-averaggd void fraction. The disagreement with the Armand

found by Zhao and Bj6] to represent reasonably well their dat 17] correlation was attributed to the large slip ratio and weak

for vertical air-water flow in miniature triangular channels witfnomentum exchange between the gas and liquid phases in both

D,=0.87 to 2.89 mm. Figure(8) compares the two-phase fric- channel geometries. ,

tional pressure gradient data from the @& square microchannel * The separated flow model of Lockhart and Martin¢g0]

with the predictions of the Lockhart-Martinelli correlation usingcorrelated welliwithin +10%) the pressure drop data from both

the average experimental C-value of 0.12 in &j. Although not microchannels.

shown here, the conventional value 65 significantly over-

predicted the present data, while the correlation of Mishima and

Hibiki [22] generally over-predicted the present data by aboffcknowledgments

10%. Agreement within 10% was obtained with the use of the The authors express gratitude to the Natural Sciences and En-
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Hence, the two-phase frictional pressure drop is marginally ak Kawahara and Y. Shibata

fected by the shape of the microchannel, square or circular. The

Lockhart-Martinelli correlation can sufficiently predict the two-

phase frictional pressure drop in both microchannels. Nomenclature Symbols

Bond number

Conclusions

An experimental investigation has been carried out on nitrogen
gas-water two-phase flow in a square channel oft@6hydraulic
diameter and a circular channel of 1@0On diameter. The two-
phase flow patterns were identified and the time-averaged void
fraction and two-phase frictional pressure drop data were mea-
sured. From the results shown, the following conclusions can be
made:

e Only slug flow was identified in both of the microchannels.
Bubbly, churn and annular flow were not observed for the flow
conditions tested. The absence of the bubbly and churn flow pat-
terns can be attributed to the laminar nature of liquid flow in the
microchannels.

e An inspection of the liquid film structure in the slug flow
pattern revealed a gas core flow with a smooth or ring-shaped
liquid film and a serpentine-like gas core flow surrounded by a
deformed liquid film. Four new flow patterns were defined on the
probability of the interfacial structure appearing: slug-ring flow,
ring-slug flow, semi-annular flow and multiple flow.
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Bo= (PL_PG)Q(D/Z)Z/E =

P

Res=j Dy =

Ress=jcD/ve

u

Wes=jiDp /o =

Wees:jéDPG/U

X

coefficient in Eq.(4)

first coefficient in Eq.(3)
second coefficient in Eq3)
capillary number

inner diametefm]
gravitational acceleration
[m/<]

superficial velocity{m/s]
length[m]

pressurg P3|

superficial Reynolds number
for liquid

superficial Reynolds number
for gas

axial velocity[m/s]

superficial Weber number for
liquid

superficial Weber number for
gas

Lockhart-Martinelli parameter
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Greek

volumetric quality

finite difference between two conditions
void fraction

dynamic viscosity{Pa s|

kinematic viscosityfm%s]

mass densitykg/m’]

= surface tensiofiN/m]

d)f = two-phase friction multiplier

Qo vE o bw®
Il

Subscripts

acceleration = acceleration loss
AVG = average value
B = bubble
channel = in channel
contraction = loss in contraction
entrance = loss due to flow development at entrance
f = loss due to friction
friction = frictional loss
G = gas phase
h = based on hydraulic diameter
inlet = loss due to entrance configuration
L = liquid phase
measured= measured loss
S = superficial
tee = in tee
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Oil-Water Separation in a Novel
- oo = f | iquid-Liquid Cylindrical Cyclone
| (LLCC®) Compact Separator—

L. Gomez

s.wang | EXperiments and Modeling

R. Mohan The hydrodynamics of multiphase flow in a Liquid-Liquid Cylindrical Cyclone (LLCC)
0. Shoham compact separator have been studied experim_entally and theoretically for evalu_ation of
its performance as a free water knockout device. In the LLCC, no complete oil-water
separation occurs. Rather, it performs as a free-water knockout, delivering a clean water
stream in the underflow and an oil rich stream in the overflow. A total of 260 runs have
been conducted, measuring the LLCC separation efficiency for water-dominated flow
conditions. For all runs, an optimal split-ratio (underflow to inlet flow rate ratio) exists,
where the flow rate in the water stream is maximum, with 100% watercut. The value of the
G. Kouba optimal split-ratio c_iepe_nds upon the existing ir_llet flow pattern, and var_ies between 60%
and 20%. For split-ratios higher than the optimal one, the watercut in the underflow
stream decreases as the split-ratio increases. A novel mechanistic model has been devel-
oped for the prediction of the complex flow behavior and the separation efficiency in the
LLCC. Comparisons between the experimental data and the LLCC model predictions
show excellent agreement. The model is capable of predicting both the trend of the
experimental data as well as the absolute measured values. The developed model can be
utilized for the design and performance analysis of the LL{TOI: 10.1115/1.1777233

The University of Tulsa,
600 S. College Ave.,
Tulsa, OK 74104

Senior Staff Research Scientist,
ChevronTexaco Energy Technology Company,
2811 Hayes Road,

Houston, TX 77082

1 Introduction tangential inlet of the GLCC. The gas flows to the top and exits

out of the system. The liquid, an oil-water mixture, flows through

Oil-water-gas separation technology_in the petroleum indus He GLCC liquid leg into the LLCC, where the separation of oil
has been based in the past on conventional vessel-type separa NS -water occurs '

These separators are bulky, heavy and expensive. With the new

trend in the petroleum industry toward hydrocarbons productien | jterature Review

from offshore fields and economic challenges to reduce produc- ) o ) )

tion costs, the petroleum industry has recently shown keen interesMost of the studies on liquid-liquid cyclonic separation have

in compact separators that are low weight, low cost and efficiefeen focused on conical liquid hydrocyclonésLHC). The
One alternative for gas-liquid separation, which is economicallyduid-Liquid-Cylindrical Cyclone(LLCC) is a new technology

attractive, is the Gas Liquid Cylindrical Cyclof&LCC®?). The for oil-water flow separation. Thus, very few studies have been

GLCC is a simple, compact and low-cost separator. It is a vertidaPlished on the LLCC separator. Listewhl reported oil-water

pipe section, with a downward inclined, tangential inlet locatefEParation efficiency in a cylindrical hydrocyclone with four in-
approximately at the middle. The separation in the GLCC (§!S: Gay et all2] presented a comparison between a static coni-
ﬁl hydrocyclone and a rotary cylindrical cyclone. Bednarski and

achieved by centrifugal and gravity effects. Mechanistic mode ; g .

for design ):and perfgrmancegpred)i/ction of the GLCC are no stewn_lk 3] e_ln_alyzed the effect of the inlet diameter on the

available. The GLCC has recently gained popularity in the ingugcParation efficiency of a hydrocyclone.. They concluded that

try, with more than 700 units installed in the field around th&Mall inlets cause droplet break-up and big inlets do not produce
! énough swirl intensity. Seydal] simulated the separation of oil-

water dispersions in a small cylindrical tube.

! ! . ) . : . A pioneering study on oil-water separation in the LLCC was

vertical pipe with a horizontal inlet. The LLCC horizontal inlet : L

promoteFS) poiI-water segregation and the liquid phases enter rglsoictjg gr):dA;?(gzﬂgisc}ﬁV\sTuod%quwéfg E)?gszg?géalt);eht/lgrh?g\?édu

vertical separator section through a reducing area nozzle, 'ncrﬁ‘and Oropeza-VazqudZ]. The present paper is based on these

r

Ing thfelr vlelocr[y. The Swr']r“n% motlonilln. tne LLCC prgdu%es ee studies. Pertinent studies on related topics, namely, swirling
centrifugal separation, whereby, an oll-rich stream exits througR, - oii.\ater flow patterns and oil droplet size distribution can
the top (overflow) and a water-rich stream leaves the systelfa found in Oropeza-Vazquéz].

thro_ugh the botton@underflov\?. ) The above literature review reveals a lack of systematic data
Figure 1 shows a schematic of the GLCC and LLCC configurég, mechanistic models for the LLCC. This is the scope and con-
as a two-stage 3-phase compact separator. In this configuratiQfy,tion of the present study.

the three-phase gas-oil-water mixture enters through the inclined

3 Experimental Program
Contributed by the Fluids Engineering Division for publication in tl&JRNAL . . .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division Th_e expe“mental _program _was conducted UtI|IZIng a 2-inch ID,
May 27, 2003; revised manuscript received January 13, 2004. Associate Editor: Mfully instrumented oil-water-air three-phase flow loop, where the

world.
The Liquid-Liquid Cylindrical CyclongLLCC®?) is a piece of

AmlifeWS- o o ) o LLCC test section, described below, was installed.
199?LCC@—Gas—L|qU|d Cylindrical Cyclone-Copyright, The University of Tulsa, LLCC Test Section: A schematic and a phOtO of the LLCC test
2LLCCo-Liquid-Liquid Cylindrical Cyclone-Copyright, The University of Tulsa, SECION are given in F_'QS- 2 and _3, respectively. The LLCC IS a
1998. 6.4-foot, 2-inch ID vertical pipe, with 5-foot-long, 2-inch ID hori-
Journal of Fluids Engineering Copyright © 2004 by ASME JULY 2004, Vol. 126 / 553
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Fig. 1 Schematic of GLCC and LLCC Separation System

zontal inlet. The inlet is attached to the LLCC 3.3 feet below it
top. A nozzle is located at the LLCC inlet, causing the flow t
enter the LLCC tangentiallysee Fig. 2 The inlet slot area is
25% of the inlet full bore cross sectional area. A 1.5-inch IL
concentric pipe located at the top is used as the oil o(betr- g
flow), and the water outletunderflow is a radial, 1.5-inch ID )

pipe located at the bottom. A temperature sensor is located at the Fig. 3 Photograph of LLCC Test Section
inlet and a pressure sensor is located on each outlet. Valves in both

the oil outlet and the water outlet allow the control of the flow

rates leaving the separator, namely, the split-ratio. The split-ratio

is defined as the ratio between the underflow liquid flow rate anfle top of the pipe forming a continuous oil layer. The water

the inlet liquid flow rate, as given by remains at the bottom. This flow pattern is called “Stratifi¢8T)
(Fig. 4a).
SR= qLde’ (1) * When the superficial water velocity increases Quay
Qin < 0.8 m/s) and the oil content is low §5<0.2 m/s), the droplets

entering the inlet are smaller. They still are able to move to the top

of the pipe, but they do not form a continuous oil-phase. Thus, an
il in water dispersion flows at the top of the pipe and a free-water
ayer flows at the bottom. This configuration is called “Oil-in-

Experimental Results. Experiments on the LLCC have been
conducted by Mathiravedi6] in order to develop control strate-
gies to maximize the free-water knockout. Only the 260 wate
dominated experimental runs {y>vso) are analyzed in this

study. Several combinations of oil and water superficial velocitié/é[""ter Dispersion and Water Laye(DO/W&W) (Fig. 4b).

. : . L ; * At intermediate superficial water velocities (6.2
are used, varying the split-ratio for every combination of oil and 8 ; ; Sw
water superficial velocities. <0.8 m/s), butincreasing the oil contemtyn,>0.2 m/s), the big-

ger oil droplets move to the top and the small ones remain at the
Inlet Flow Patterns. During the experiments, four flow pat- bottom, and no free-water layer is observed. However, the oil
terns were observed in the horizontal inlet, as shown in Fig. 4.concentration is increasing from the bottom to the top of the pipe.

- . Dividing the pipe by a horizontal plane parallel to the pipe axis, it
« At low superficial velocities fsw<0.2,050<0.1 m/s), the g PIpe by P P PP

oil enters the inlet through the upstream vertical pipe section in
the form of large droplets. These oil droplets immediately move to

4010 len
2
=x
37 T
60
Oil-rich «~——k— | L Q@
Water-rich#— X T T
13 Oil-Water
Mixture
*Units in inches
*Not to scale
Fig. 2 Schematic of LLCC Test Section Fig. 4 Horizontal Inlet Flow Patterns
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0.0 T I 1 1 i
: 0 1.
0.0 02 04 06 08 1.0 2 are separated and go up to the oil leg. At 60%, more oil is en-
trained, but still only clean water is leaving the water leg. At a
VSO (mlS) split-ratio of 65% the entrained oil in the water leg increases even

more and some quantity of oil leaves with the underflow.

The experimental results for this case of Stratified Flow are
shown in Fig. 7. The watercut in the underflow outlet is plotted as
a function of the split-ratio. As can be observed, for split-ratios
can be considered that two dispersions with different oil contefgwer than 62%, clean water is obtained in the underflow. Increas-
flow in the inlet. This flow pattern is called “double oil in watering the split-ratio beyond 62% the oil-phase starts flowing into the
dispersion”(Double DO/W (Fig. 4c). underflow along with the water. It can be observed that as the

* At higher superficial water velocities §,>0.8 m/s), the oil split-ratio increases, the watercut in the underflow decreases, and
droplets are small and they are evenly distributed in the entigg about a split-ratio of 80% the watercut in the underflow reaches
cross-sectional area of the pipe. This flow pattern is called “Oithe same value as the inlet watercut. At this point, no separation is
in-Water Dispersion”(DO/W), as seen in Fig. dt occurring. Increasing the split-ratio, beyond 80%, the underflow

Figure 5 shows the inlet flow pattern map obtained during tvféatercut continues decreasing, so for these split-ratios the under-

experimental data acquisition. The superficial oil velocity is plo 'O}Ii\;-r\'lgﬁt)eLﬁ‘ult(;(?;maallluft{etnaﬂidﬂ;se fllglv(\a/itnw?jtg\:\f#golztlr?gl\l/)\:ét?strézf
ted in the horizontal axis and the superficial water velocity 2P 0 q wing S
n the underflow is the same as the inlet watercut. Similar behav-

lotted in the vertical axis. The broken line divides the watet. " S - .
gominated region and the oil-dominated region. As can be OE;_r is observed for the Oil-in-Water dispersion and Water Layer

. . . W pattern.
Zﬁmiende{tgg :ggigzperlmental data points are located in the wat ?The separation behavior in the LLCC for the Double Oil-in-

Water Dispersion flow pattern is shown in Fig. 8. For this case, the
Separation Efficiency. Figure 6 shows the effect of the split- optimal split-ratio for 100% watercut decreases to 18%. In all the
ratio on the purity of the underflow by a sequence of photographgperiments for this flow pattern, the optimal split-ratio is low,
of the lower section of the LLCQwater leg for Stratified flow decreasing as the inlet oil content increases. For the Oil-in-Water
pattern at the inlet. The superficial water and oil velocities at tHispersion flow pattern, the optimal split-ratio is affected strongly
inlet are 0.1 m/s and is 0.05 m/s yielding watergurt water frac- by the oil content and the velocity of the mixture. For low oil
tion) of 67%. Under these conditions, the water level in the inletontent, optimal split-ratios around 50% are observed, but values
pipe is 50% of the inlet diameter. For a split-ratio of 50%, onlpf optimal split-ratio around 20% occur for high oil content.
clean water is observed in the water leg. When the split-ratio isln summary, from the experimental investigations, it can be
increased to 55%, oil droplets are entering the water leg, but thegncluded that better separation efficiency is achieved for the
Stratified and the DQ¥ & W inlet flow patterns. The Double

Fig. 5 Experimental Flow Pattern Map for LLCC Inlet

1007 ® 94
o ¢
< 80 ® o
@ =
2 60 ® o o ®
¢ >
5 40 LLCC Run 31
' ¥ £ ™ | |pouble DO Flow
E ® o0 ||vew=07mis
. ; Vso = 0.4 m/s
| 5w SR SR © SR 0 : : : : .
N 55 I&D 5. 63 0 20 40 60 80 100

Split Ratio, SR, %
Fig. 6 LLCC Separation Behavior as a Function of the Split-

Ratio (vsy=0.1 m/s,vso=0.05m/s) Fig. 8 Experimental Results for Double DO /W Flow
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Table 1 Modified Coefficients for LLCC Inlet Flow Pattern
| ) Overflow

Prediction
Droplet Friction
Qil Iﬁg Diameter factor C n
god,max ]]:m %393 7%-5
d' .
Inlet o min fu 0.174 -7
S s R | g £ 3739 1832
“5 ¥ wel max fo 0.043 0
Water Leg
: Nbidaled : Inlet Analysis. The inlet consists of the horizontal pipe and
: VIOdCI : the nozzle. Different flow patterns may occur in the inlet, depend-
chiun '-[_}nderﬂow ing upon the oil and water flow rates combination, pipe diameter

and fluid properties. The determination of the existing flow pattern
for a given set of flow conditions is essential for the analysis,
since all the design parameters of the flow depend on the existing
flow pattern. These include the spatial distribution of the phases
and their corresponding velocities. Models to predict the flow pat-
Dispersion cases show good efficiency near the transition t&n in the inlet pipe, individual models for each of the flow pat-
DO/W & W, but the efficiency decreases as the oil content irferns and the nozzle analysis are presented next.

creases. The Oil-in-Water Dispersion flow pattern is efficient at
very low oil contents(less than 10% and this efficiency de-
creases, as the oil content in the inlet is higher. This last fl
pattern is limited by the emulsification phenomenon.

Fig. 9 Schematic of LLCC Mechanistic Model

Inlet Flow Pattern Prediction. The starting point for the
OLLCC modeling is the prediction of the occurring flow pattern in
e horizontal inlet. Traller¢9] developed a mechanistic model
for liquid-liquid flow pattern prediction, applicable for fully de-

Watercut Measurement Uncertainty. The watercut was Veloped flow in horizontal and near horizontal pipes. This model
measured in this study utilizing the Starutvatercut meter, is modified in the present study for the inlet section analysis, to
which is based on microwave technology. The multiple measuraccount for the fact that the flow at the inlet section is not fully
ment relative uncertainty for this study was determined using coiéveloped. The modifications are carried out by adjusting the co-
ventional uncertainty analysis techniques, which resulted in gfficients for the droplet diameter and friction factor, as shown in
uncertainty of+2.85%. Detailed results are omitted in this papefable 1.

for brevity; however, Contreraf8] may be referred for further In order to use the modified model to predict the four flow
details. patterns observed in the LLCC inlet, the Stratified with Mixing

flow pattern(defined originally by Trallerd9]) is considered as
o . Oil-in-Water Dispersion—Water Layer, and the Oil-in-Water and
4 Mechanistic Modeling Water-in-Oil Dual Dispersion flow pattern is considered as the

The LLCC consists of a vertical pipe sectitthe separatgrand ~ Oil-in-Water Double Dispersion flow pattern. Figure 10 shows the
a horizontal pipe sectiofthe inled, as shown in Fig. 9. Both pipes LLCC experimental data and the boundaries predicted by the
are attached through a reducing area nozzle. The vertical pipengdified model. As can be observed, the predicted flow pattern
divided by the nozzle into two sections. The upper section Roundaries agree very well with the experimental data.
called the “oil leg” as it delivers oil-rich stream into the oil outlet
or overflow. The lower section is called the “water leg” and it
delivers water stream into the water outlet or underflow. Valves in
the oil and water outlets are used to control the flow rates leavil 1.2 - 4 e e A R
the LLCC, namely. the split-ratio. -
To date, no simple and general definition of the liquid-liquic & .. DO/W
separation efficiency has been developed. In this study, the se 1 B
ration efficiency is described by means of the split-ratio and tt H b
watercut in the water leg. These two parameters give informatit 0.8 N~

{
v/

about how much liquid exits through the water outlet, and thw Double
purity of this liquid stream. E 4 L 2 DOW
Two approaches could be taken for the present study, name= ().6 - o0 O
CFD simulations or mechanistic modeling. Mechanistic modelin $
was chosen as it enables incorporation of the physical phenome ¥ CbO/W
compared with the extensive implementation work that would t> 04 o Y \ @
] LLCC Flow Pattern Map

Il

associated with numerical CFD codes. Also, mechanistic mode
can be converted into design codes to be used by the industry, 0.2
has been done for the GLCC. The mechanistic model presen :

here is adequate, being capable of predicting the physical pt Modified Trallero (1995) Modef

nomena associated with the LLCC. 0 : : - : : ]
The LLCC model consists of sub-models for the different corr

ponents of the separator, namely, the horizontal inlet pipe, tl 0 02 04 06 O 1 1.2

reducing area nozzignlet analysig, and the water le¢gseparation

analysi3. Note that by analyzing only the water leg, the syster Vso (mls)

behavior is well defined, as the flow into the oil leg is the differ-
ence between the flows of the inlet and the water leg. These sgfyy. 10 Comparison between Modified Trallero  (1995) Model
models are given in the following sections. and Experimental Data
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The actual velocities are calculated as:
A A
UWZA_Uswv UOZA_Uso- (14)
W 0

| Ax > |[— din —

The combined momentum equation, EB), is an implicit func-
Fig. 11 Stratified Flow Model Geometry and Variables tion of the water layer heighth, . The combined momentum
equation and the auxiliary relationships, E¢3)—(14), can be
solved to determine the water layer heigfjtand the actual phase
velocitiesv, andv,,, for a given set of flow conditions.

Stratified Flow Model. For low liquid velocities, stratified Oil droplet-size distribution: The oil droplet size distribution is
flow pattern is observed in the inlet. The water flows at the loweforrelated with the horizontal pipe inlet flow conditions. The same
section of the pipe, and a layer of oil travels at the top. A suitablaodel developed for Oil-in-Water Dispersion—Water Layer flow
model for this flow configuration is the two-fluid model. Figure 1Xto be presented in next sectjois used, but by considering the
shows the geometry and the variables of the stratified flow pattet@locity, properties and geometry of the oil layer, instead of the

A momentum balance can be written for each of the phasefispersion layer.

Eliminating the pressure gradient from both equations, the com-

bined momentum equation can be obtained, as follows: Oil-in-Water Dispersion and Water Layer ModelFor this

flow pattern, an oil-in-water dispersion-layer flows at the top of

ToSo  TwSw _ the pipe with a layer of free water flowing at the bottom. Consid-
A, A, 7S A, + A, =0. @) ering the free-water-layer as a phase and the dispersion-layer as a
) second-phase, this flow pattern can be analyzed as the case of
The shear stresses are calculated as: stratified flow, applying the two-fluid model. The combined mo-
_fopovg _prwva X mentum equation for this case becomes:
To= 2 Tw= 2 ©)) 74S4 TwSw 1 . 1 o "
A Ay TSI TRT0 )

fipi(vw_vo)|vw_vo|
= 2 : @) The dispersion-layer properties can be calculated by assuming no-
slip condition between the oil droplets and the water in the

If vy>v,, fi=f, andpi=py; for vo>vy, fi=f, andpi=p.  gispersed-phaséwhich is a sound assumption for horizontal

The friction factors are calculated as: flow), as follows:
—No —Ny
fo=C, dovoro . fu=Cu dWU—WPW} . (5) pdzpw)\w,d+po(l_)\w,d): (16)
Mo Mw
: M= pwhw,dt o1 =Ny a), a7
For laminar flowC,,= C,= 16 andn,,=n,= 1. For turbulent flow ) @ W’(.j ° W.’d : .
C,=C,=0.046 anch,,=n,=0.2. where\,, 4 is the local no-slip watercut in the dispersion. A cor-
The hydraulic diameters depend on the relative velocity béelation forx,, 4 is used, developed by Oropeza-Vazqiiét, as
tween the phases, as follows: follows:
Forvy,>vy, N A, vso |2 a8
4= 4A, d :4Aw ©) wd Aw(vswtvso)
(o] ’ w .
Sot+S Sw Equation(18) is a function of the water and oil superficial veloci-
Forv,<vy ties, which are known, and the height of the water layer. Thus,
simultaneous solution of the equation fof, 4 and the combined
d :4A0_ d = 4A, ) momentum equation, yields the water layer height and the
° s Y S +S actual velocities of the dispersion layey;, and the water layer,
Forv,=vy, w:

Oil droplet-size distribution: The determination of the maximum
4A d _ﬂ ®) and minimum oil droplet diameters in the dispersion-layer is per-
oS, g, formed by using modified Hinz§10] and Levich[11] models,
respectively, as follows:

The geometrical variables are functionshyf, as follows:

05 0.6 3\ —0.4
_,[2hy, Gogmarm| 200 724 Zom| | 210 Yo (19)
S,=d;,| m—cos a -11], 9) odmaxT| 77 g Pd dg
)\0-5_ o 1/2
=d 1 2hW_ dod,min= - 2 g,W/J“d ) (20)
So=din cos *| 5= 1], (10) ’ 2.5 |7\ 25p503(0.5f4)1°
n
>h 2 where\,, i, is the no-slip holdup of the water in the inlet flow, and
S=d. l—( : w o l) , (11) dy, the hydraulic diameter of the dispersion-layer, is calculated as
in given in Egs.(6) to (8).
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Qil-in-Water Dispersion Model. For high liquid velocities, the
oil droplets entering the inlet pipe cannot coalesce and they mo
along with the water-phase and no water layer is observed. F
this flow pattern, the homogeneous no-slip model is applicabl
The oil and water velocities are the same, namely=v,=v,
=vgwtUso, and the dispersion properties are averaged based
Aw.in» the inlet no-slip watercut. d

n

Oil droplet-size distribution: Determination of the maximum anc !
minimum oil droplet diameters for this flow pattern is also per
formed by using modified Hinzg§1l0] and Levich[11] models,
respectively, and considering the mixture velocity and propertie
as follows:

1 Oow|O8 2 fm v3)| 704
e

. 1 Oo,wMm vz
dod min= T‘AZ(W : (22)
Double Oil-in-Water Dispersion Model. At intermediate lig- 2y 2
uid velocities and high oil contents, the bigger oil droplets are able is=\/1— a. - 1], (27)
n

to move to the top while the smaller ones remain at the bottom.

Under these conditions, the local watercut increases gradualierey is the solution of
from the top to the bottom of the pipe. It is assumed that this flow 5
can be divided into two layers of dispersions with different oil Ts _ 1 —C0S (2_3'_1) (Zy 1) 1_(&_1) }
concentrations. The division plane is located at the middle of theA;, = di, din di, '

pipe and the velocities of both layers are considered the same, (28)
equal to the mixture velocity. The inlet slot width is
The water fraction in the upper and lower dispersions is calcu-
lated, respectively, as: Ais
Wis=1—" (29)
Uso is
Nwu=1—2a| ——— (23) Fati 5 ;
w.u vsotvsw Application of Bernpullls equation to the top of the water layer,
between the inlet pipe and the inlet slot, results in:
Uso 2 2
Ai=1-2(1-a)| ———|, 24 pwl PV i d; L,
! UsoT Usw &) Pin+ W2W+Pog(din_hw):Pis+ W2W'I3+Pog ?m_f
where the parametex, varying in the rangg€0, 1], is the fraction
of oil in the upper dispersion and is correlated with the mixture
velocity as follows: Hhuis |- (30)
a=1-0.4 v,. (25)  Applying Bernoulli's equation to the top of the oil layer yields
The maximum and minimum oil droplet diameters are calculated pov2 Pol2is din  Lis
in the same way as in the Qil-in-Water Dispersion model, i.e., by Pin+ - = Pis+ —  Tho (7 — 7) (31)
using the mixture velocity and the mixture properties, averaged
with A, in , the inlet no-slip watercut. From continuity, the velocities of the oil and water phases at the
Nozzle Analysis. The inlet pipe delivers the liquid into the inlet slot are:
LLCC vertical section through a reducing area tangential nozzle. UswAin UsoAin
The effect of the nozzle is to increase the velocity of the flow, and Vw,is™ P 1o Wis Uo,is:—(LiS_ W (32)

to create the swirling flow in the LLCC.
In the Oil-in-Water Dispersion and the Oil-in-Water DoubleEliminating the pressure drop from Ed81) and(32) the follow-
Dispersion flow patterns no water-layer exists, so the dispersitstg polynomial inh,, ;s is obtained:

velocity at the inlet slot is: C1hS, 1o+ Cohl 1o C3hd, 1o+ Cah?, o+ Cohy o+ o, (33)
v _ (vswhvsoAin (26) Where the coefficients are:
IS AIS . )
C1=2W2pog (34)

Next, the nozzle analysis for the Stratified flow pattern is pre- )
sented. The same model is applied to the Oil-in-Water Co=W5(2pog(hy—din) + povs—puva) —2LisCy (35)
Dispersion—Water Layer case, but the oil-phase is replaced with
the dispersion-phase. C3=L&C1— 2L Wik(2p,0(hy—din) + pova—puvl)  (36)

Figure 12 shows a schematic of the nozzle geometry and the C4:Pw(vsw°~in)2+|-2 W2(2p0g(

. . . : +
variables considered. The nozzle is formed by a vertical plate ~Gin) +Povs— puvi)

located inside the horizontal inlet. The plate forms the nozzle from —po(VscAin)? (37)

the full inlet bore to the reduced inlet-slot-area tangential to the )

LLCC vertical pipe section. The inlet slot has the shape of a Cs=—2Lispw(vswAin) (38)

circular sector. In this analysis, however, it is considered as a 2 (Vs )2 (39)

rectangle, keeping the same height of a circular sector and the isPwiUswiin

same area, which is 25% of the inlet cross sectional area. Solution of Eq.(33) yields the height of the water-layer at the inlet
The height of the inlet slot is calculated from: slot location, h, js. Only one root is obtained in the interval
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» On the other hand, when the liquid flow rate taken from the
water outlet exceeds the flow rate entering the water leg from
the inlet, namelygunger>0so, the difference is taken from
the oil leg into the water leg. The last case is depicted in Fig.

- 1_ 1__53_---<‘::+---qm 13

q

l Due to the swirling motion of the liquid in the entry region, the
oil droplets tend to concentrate at the center. Thus, the liquid
transferred from the oil leg to the water leg, has a modified local

l q > q watercut that is termed,, .. Expressions for this modified oil

l under 50 content are presented in the next section.

Flow Field. Improved velocity field correlations for swirling
‘ flow in a vertical cylinder, presented by ErdaP], are used in this
study, as described next.
The swirl intensity dimensionless number, as a function of the
vertical distance from the inlet, is calculated as:

Fig. 13 Local Split at Entry Region and Fluid Transfer for

qunder=4 VA 0.
» 9:0.118N0-93Re°-13exp{ ~0.1359( 0'35Re‘°'36( d—) 1;
wl
z
hy,is[ O, Lis]. In summary, the nozzle model utilizes the velocities for d—>2. (42)
and flow geometry in the inlet to provide the spatial configuration wi

and the velocities of the phases at the inlet slot, which are theq Reynolds number is evaluated in terms of the axial liquid

input for the separation analysis in the vertical section. This L 3 : : :
given in the next section. gﬁijaprﬁref;(e”r{;‘jl velr?;:rl]tqyell;;z, the mixture properties and the LLCC
wl 1 ’

Separation Analysis. The liquid coming from the nozzle en-
ters the vertical section of the LLCC tangentially and rotates, Re— Pmv sZAwi
creating a swirling flow. The oil droplet separation is achieved by m
the resulting centrifugal forces.

(43)

The axial liquid superficial velocity in the water leg is a function
Entry Region Analysis. A local geometrical flow split is as- of the split-ratio and is calculated as:

sumed at the inlet slot, as shown schematically in Fig. 13. The
middle plane of the inletthe broken line in Fig. 18divides the (vsotvswAinSR
incoming liquid flow locally into two streams. One stream, con- USZ:A—W,'
sisting of the fluid flowing in the inlet above the dividing middle
plane, flows upwards into the oil leg, while the other streani,he momentum flux ratio at the inlet}, is taken as the ratio of
consisting of the fluid flowing in the inlet below the dividingthe horizontaktangential momentum at the inlet slot to the total

(44)

middle plane, flows downward into the water leg. axial momentum in the vertical cylinder:
The local flow rate of the incoming liquid going downward is
designated f15," and it is calculated as: M = ﬂ (45)
A2 M+
Gs0= j 0 visdAs - (40)  \wheret indicates tangential and@ indicates total.

The tangential velocity profile, as a function of the radial posi-
It is important to note thad|s, describes a local split at the entrytion and the swirl intensity, is given by:
region. However, the net flow going downward is dictated by the
operation of the valve in the water leg outlet and/or the valve in _(0-99—0-05)fw|vsz[ 1—exp{ (36420 ex;{ 3 g))
' 0.6
]. (46)

the oil outlet. This results in re-circulation and rearrangement of V¢~ r
the fluid. The actual liquid flow rate going downward through the
water leg is determined by the split-ratio, as follows:

Qunder= (Vswt Uvso)AinSR (41)

In swirling pipe flow, a reverse flow region is generated at thehe axial \_/elocny profile, as a function of the radial position, can
center of the pipe. Thus, the general movement of the liquid in thé determined from:
water leg is downwards, but a core region in the center moves up 1 r\3 "
and delivers additional liquid to the oil leg. The reverse flow re- v,=vsA 1+ = 2(_) _3(_
gion is indicated in Fig. 13 as a central core moving upwards. Cl \rw wi

It is important to note that the incoming liquid enters tangeng, paramete€ is a function ofr the radius of the reverse
tially at high velocities and is spread on the pipe wall forming aRow region, namely rev:
annular configuration. The centrifugal effect, due to the rotation OP ' ’

r 2

X

Mwi

2

+0.7|1. a7

the liquid, generates a low potential region between the incoming Mev Mev

flow and the reverse flow region. Liquid can be transferred from C:( ; ) —2( ; ”—0.7, (48)
one leg to the other through this low potential zone. Two cases are wl wl

considered: where the radius of the reverse flow region is a function of the

e The liquid flow rate produced through the water outlet i§W'r| Intensity:
smaller than the liquid flow rate entering the water leg ac- Fepy=0.023,,00% (49)
cording to the local geometrical split, namety,nger<dso- re W
For this case, the flow rate difference is transferred upwardsinlet Momentum Flux Ratio. The inlet momentum flux ratio is
to the oil leg through the low potential zone. required in order to predict the velocity field in the water (&g).
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Table 2 Inlet Momentum Flux Ratio and Initial Watercut Calculation

Oil-in-Water Dispersion—Water Layer

Qunder<Jso No oil flows into water leg
hu,is>0.5s 050= Aislw,is/ 2
_ USCAin
(vsotvswWAIR—0so

Ae=1

—(1=Aya)(1-SR
QUnder>q50
Pe= Pw)\w,e"" po(1— )\w,e)
_ 2(q50pw)2Awl
(dsePw T (under™ q50)Pe)2Ais
(QUnderf QSO)(]-*)\w,e)
Qunder
hy,is>0.5Ls 50~ Uwz.isWius,is+ Va,isWis(0.5Lis =Ny is)
M= 2qS(}AWI
QUnderAis
Ud,isWis(0.5Lis— Ny is) (1 =Ny )
Us0

Nyini=1—

Qunder<Jso

)\w,ini: -

Os0= UW,iSWiShW,iS+ Ud,isWis(O-a-is_ hw,is)
_ Pwvw,isWishw,is+ Pgv d,isWis(O-a-is_ hw,is)
Ps0=
Oso
Qunder~Uso )\W,e= )\W,d_ (1_ )\W,d)(l -S R } Pe= PW)\W,e+ po(l - )\W,e)
_ 2(0lsor50) “Awi
(9s0psot (Qunder— qSO)Pe)zAis
_ Ud,isWis(O-a-is_ hw,is)(l B )‘w,d) + (qunder_ QSO)( 1- )\w,e)
Qunder

)\W,ini_

Oil-in-Water Dispersion

Qunder<Uso QSOZAiré(USWJrUSO)/Z
M= 2q50AW| .

=——— Awini=Aw,in
qunderAis

Gs0Ain(Vswtvsa)/2
Nwe=Awin=0.52(1=SRAL,
Pe=Pwhw,et po(1— )\W,e)
M= 2(q50pm)2AwI
(ds0om+ (Aunder— qSO)Pe)ZAis
qSO( 1- )\w,in) + (qunder_ qSO)(l_ )\w,e)

Qunder

qunder> Oso0

)\W,ini:]-*

Double Oil-in-Water Dispersion

q50=Aig(USW+vSO)/2
M= 2qu()AWI
=
QUnderAis
)\w,ini =1- 2a(1_ )\w,in)

Qunder<UJso

050= Ain(VswT Usd)/2; pso= pulw,i ’ Po(1=Nw,)
)\w,ez )\w,u_ (1_ )\W,u)(l-os_ S|a)\w,in
Pe=Pwhw,et Po 1- Awe

psotsot (Gunder— ds0) P
Qunder> dso Punder= e °

Qunder
-~ 2(pses) *Awi
a (Punde@under “Ais
_ Zaqso(l_)\w,in)""(qunder_ qso)(l_)\w,e)
Qunder

)\w,iniz

(42)). Following Chang and Dhif13], the inlet momentum flux The amount of oil entering the water leg depends on the spatial
ratio for the LLCC is defined aéhis definition is applicable to distribution of the fluids at the inlet slot and the split-ratio, and it
every flow pattern defines the initial watercut in the water lelg,( ;). This watercut
has to be calculated separately for every flow pattern.

2
— 2(0s0Ps0) //2°~is ] (50) The set of equations for calculatidd, \,, . and\,, ;,; for the
(AdundePunded TAwi Oil-in-Water Dispersion and Water Layer flow pattern is given in
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the upper part of Table 2. The same equations are used for Stratteristic diameter, considering thag,,, (dog ma) 1S 0.999, and
fied flow, replacing the dispersion variables with the oil variablesaking an average value for the exponent n, the Rosin-Rammler
The second part of Table 2 includes the set of equations for calstribution becomes:
culatingM, \,, . and\ jn; for the QOil-in-Water Dispersion and
Double Qil-in-Water Dispersion flow patterns. _ od
It is important to notice that the equations for the watercut in chml—exp{ _6'907‘< dog ma~) j ®7)
the entry region),, ., are empirical expressions based on dat '
On the other hand, the initial watercut in the water begn;

%igure 14 shows a typical plot of the oil droplet size distribution,
results from mass balances between the oil and water flow ra?ﬁ%predycted by Ed57). The 0'.' droplet diameter |s.plotted VErsus
entering either from the inlet or from the oil leg. the Rosin-Rammler cumulative oil volume fraction. The maxi-
mum droplet diameter defines the entire distribution. In this study,
Droplet Trajectory. With the determination of the tangentialthe minimum droplet diameter is used as a limiting value. No
velocity and the axial velocity profiles, and considering no radialroplets smaller thaul,q .y are considered to exist in the flow,
flow of the continuous-phase, the oil droplet trajectory for a giveaven though the distribution might indicate their existence.
droplet diameter is calculated, as proposed by Mantilla dtL4l.

The relative(slip) velocity between the water-phase and the oil C@lculation Procedure. In the water leg, the swirling motion
droplet is: promotes the migration of the oil droplets to the center region of

the pipe. The oil droplets that reach the reverse flow region at the
4(pm—po)dog) 2 e 24 center of the pipe are carrjed upwards, andl they are separated .into

Uoslip™ 3p—C g°+ T (51)  the oil leg. By analyzing oil-droplet trajectories in the water leg, it
w>D is possible to determine the droplets that will not be separated but

The axial and radial components of the slip velocity are: rather carried under, thereby, enabling the determination of the
underflow purity.
. . :(4(Pm_po)d0d) g (52) The liquid flowing in the water leg loses oil continuously, as it
zosslip 3puCob Vo,slip moves downward, because the bigger oil droplets migrate to the

) reverse flow region, separate, and move to the oil leg. Thus, the
4(pm_po)dod) Uy continuous-phase properties are modified due to the oil removal

Ur,o,slip_( 3p.Co Moslip (33) process. In order to model this phenomenon appropriately, the
o ' water leg is divided into small vertical segments, from the middle
The drag coefficient is calculated as: of the inlet to the middle level of the water outlet, as shown in Fig.
24 15, and.the following procedure is carried out.
Cp=0.36+ —— +5.48 Rg 7. (54) The first segment corresponds to the top of the water leg. The
R&yq local watercut of the liquid entering the water leg, i, is

The Reynolds number in this case is defined based on the mixt{ffPWn from the inlet analysis. Thus, the liquid mixture properties
1 the first segment are calculated as follows:

properties, the relative velocity and the oil droplet diameter, 4
follows: Mal(D) =i (58)

:vao,slipdod. (55) Pm(1)=pulu(1) + po(1— Ay (1))

" B 1) = (1) + so(1 =Ny (1)).

PB_y applying the droplet trajectory model, a trial and error scheme
is used to determine the size of the oil droplet that reaches the
T (v Vg0slip reverse flow radius exactly at the lower end of the first segment,
z= —1d (56)
Fwi

Reyq (59)
The trajectory of the droplet is computed by the numerical int
gration of the following equation:

dogsed1), asshown in Fig. 15. Droplets bigger than this size are
able to reach the reverse flow and are separated. Droplets smaller

Droplet Size Distribution. Crowe[15] and Karabela§16] re- than dygsef(1) will remain in the flow, going downwards, and
ported the use of the Rosin-Rammler droplet-size distribution e®ill Pass to Segment 2. The determineg sef1) is introduced
pression. The Rosin-Rammler expression providgs,, the cu- into the_droplet_-5|ze d_|s_tr|bt_Jt|0n, E¢7), to obtaln_ the volum(_at-
mulative volume fraction, as a function of the droplet diameteli® fraction of oil remaining in the flowy,n(2). This volumetric
d,y. Using the maximum oil droplet diameter as the droplet chaft@ction determines the watercut for Segment 2, as:

Ur,o,slip

)\W(Z):1_(1_)\w,ini)vcum(2)- (60)
The properties of the liquid in Segment 2 are calculated based on
1o the watercuir,,(2), asfollows:
0.9 1 2)= 2)+po(1— 2
oo | Pm(2) = puAw(2) + pol Aw(2)) (61)
3 07 1 Mm(2) = i (2) + (1= Ny (2)).
rep Again, the droplet trajectory model is applied in order to calculate
5 the diameter of the oil droplet that reaches the reverse flow region
2 957 exactly at the end of Segment 8y4sc4(2). The droplets are
0.4 1 released at the middle of the inlet slot and they pass through
03 1 Segment 1 and 2, taking into account the different properties of
3 021 the continuous medium in each of these segments. Droplets bigger
' than the diameter calculated},qs.{2) are separated from the
o1 downward liquid flow, while the smaller ones pass to Segment 3.
0.0 7 7 Thus,dygsed2) is used in the Rosin-Rammler distribution to cal-
od,min od.max ’ -
Droplet Diameter culate the watercut and properties for Segment 3.
This procedure is repeated for all the segments until the bottom
Fig. 14 Rosin-Rammler Droplet Size Distribution of the water leg is reached. At this point, the calculated watercut
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INLET 100 ,
80
s dpem—— -
w,ini 5 °\° 60 | —A
O
d 1 S % 40
i sen M ‘;“ c LLCC Stratified Flow
Awa 2) = 5 [Run34 Vew =0.2, Vg, =0.05 m/s
a Pm2 Run 37 v, =0.1, vg, =0.05 m/s
i 0 : : ‘ —
d o sep (2) — ? 0 20 40 60 80 100
: Split Ratio, SR, %
) k Fig. 16 Comparison between Data and Model Predictions for
Stratified Flow
d (N) ﬂ‘wN \
od ,sep (N)
\
UNDERFLOW P Oil-in-Water Dispersion Flow. Figure 19 shows the com-
Mo parison results for this flow pattern. The superficial water velocity
- ----------- is about 1 m/s, while the superficial oil velocity varies from 0.058

to 0.32 m/s. The agreement between the data and the model pre-

) . . ) dictions is very good for this case, too. Similar to the Double
E'g- 35 Schematic of Water Leg Separation Calculation DO/W flow, with increase in oil superficial velocity, the maximum
rocedure split-ratio for 100% watercut in the underflow decreases.

of the liquid leaving the LLCC through the water outlet is the6 Conclusions
watercut in the underflow, determination of which is the objective The following are the conclusions of this study:

f the LL l.
of the LLCC mode e The Liquid-Liquid Cylindrical Cyclone(LLCC) compact

separator has been proven to perform as a free water knockout
. . device. No complete oil-water separation occurs in the LLCC.
5 Results and Discussion Rather, it delivers a clean water stream in the underflow and an oil
Comparison between the experimental data and model predich stream in the overflow.
tions for each flow pattern are presented. A total of 260 runs have been conducted for the LLCC for
water-dominated flow conditions. Four different flow patterns in
the inlet have been identified, namely: Stratified flow; Oil-in-
ater Dispersion and Water Layer flow; Double Oil-in-Water Dis-
ersion flow; and Oil-in-Water Dispersion flow. The reported data
ludes the watercut in the underflow as function of the split ratio
r_]rseach of the existing flow pattern.
¢ There exists an optimal split-ratio, where the underflow water
Gw rate is maximum, with 100% watercut. The value of the
optimal split-ratio varies, depending upon the existing inlet flow
pattern. For the Stratified and Oil-in-Water Dispersion—Water
Oil-in-Water Dispersion—Water Layer Flow. This is the Layer flow patterns it is about 60%. For the Double Oil-in-Water
most observed flow pattern in the studied operational region. A
typical comparison between experimental data and model predic-
tions is shown in Fig. 17 for a water superficial velocitywafyy

Stratified Flow. Figure 16 shows the experimental data alon
with the results predicted by the LLCC model for superficial wat
velocities of 0.2 and 0.1 m/s and superficial oil velocity of 0.0
m/s. The points in the figure represent the experimental data
the continuous lines are the model predictions. As can be
served, the agreement between the mechanistic model predictio
and the experimental data is very good both with respect to tlﬂ
maximum split-ratio for 100% watercut, arou®8R=60%, and
for higher split-ratios with lower watercuts.

—0.4 m/s and superficial oil velocities between 0.025 and 0.2 m; 100 bl . PR
As can be seen the agreement between the model predictions 2 ® Runi
the experimental data is very good with respect to optimal splig 80 1 —— Model
ratio for 100% watercut and higher split-ratios. T
- o : S 60 | || cCDOMW & WL Flow & Rn=g

Double Oil-in-Water Dispersion Flow. The experimental o
data versus model predictions comparison for data acquired unig 40 | RUn 1: Vg, =0.4, v, =0.025ms | = Model
this flow pattern is presented in Fig. 18, for superficial water veg Run 25: v, =04, vy, =0.10 n/s ® Run26
locity of about 0.6 m/s and several superficial oil velocities. Th® 20 | Run 26: Vsw =04, v, =0.15m's Model
comparison reveals excellent agreement between the data and Run27:v.. =04.v..=0.20 ms
model. This includes the prediction of the maximum split-ratio 0 : SV" 0 : ; ¢ Run27
that yield 100% watercut in the underflow. For the Double Oil-in
Water Dispersion flow pattern, this optimal split-ratio is lower, a: 0 20 40 60 @80 100 Madsl
compared to the Stratified flow pattern. Also, the model follow Split Ratio, SR, %

well the trend of the data, where the optimal split-ratio decreases
with increasing oil superficial velocity, from 50% atso Fig. 17 Comparison between Data and Model Predictions for
=0.2 m/s to 20% fowgo=0.4 m/s. DO/W and Water Layer Flow
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100 | I
® Run14
80 1 —— Model
] — ¢ ¢ Run17
60 1 | Lcc Double DOMW Flow n
Model

40 | Run14:vg, =0.62, v, =0.20 m/s
Run17:vg, =0.61,v,,=026m's | o

Watercut Under %

20 | Run19:vg, =061,vs,=031ms | podel
o | RUN21Vgy =062 V5o =040ms | o ),
0 20 40 60 8 100 |—— Model

Run 19

Split Ratio, SR, %

Fig. 18 Comparison between Data and Model Predictions for
Double DO /W Flow

g = volumetric flow rate (r/s)
r = radius(m)

Re = Reynolds numbet-)
S = perimeter(m)

SR = Split-ratio

Veum = cumulative volume fraction-)

v = velocity (m/9

W = width (m)
x = horizontal distancém)
z = vertical distancegm)

Greek Letters

= no-slip holdup(-)
viscosity (Pa-9

swirl intensity (-)
density (Kg/ni)
interfacial tensionN/m)
shear stress (N/fn

Subscripts

99D O >
Il

Dispersion and Oil-in-Water Dispersion flow patterns, the optimal

split-ratio ranges from 50% to 20%, decreasing with the increase

of oil content in the inlet.

« A novel mechanistic model, consisting of several sub-models, !

= dispersion
e = entry region
= interface

has been developed for prediction of the complex flow behaviorin N = inlet

the LLCC and its separation performance. Comparison between IS = inlet slot
the experimental data and the LLCC model predictions shows an I = onver
excellent agreement. The model is capable of predicting both the M = mixture
trend of the experimental data as well as the absolute measure'@x = maximum

values.
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Nomenclature

A = cross sectional area én
C = constant or coefficient)
Cp = drag coefficient-)
d = diameter(m)
f = friction factor (-)
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h = layer height(m)
L = length(m)
M = inlet momentum flux ratiq-)
n = exponent
P = pressurgPa
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T LLCC DO/W Flow
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Fig. 19 Comparison between Data and Model Predictions for
DO/W Flow
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SW = superficial water
t = tangential
T = total
under = underflow
w = water phase
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The Modeling of Thin Liquid
wienae 2. rosowss § 11MS Along Inclined Surfaces

Professor
Center for Multiphase Research, This paper is concerned with the analysis of thin and ultra-thin liquid films. The results
Rensselaer Polytechnic Institute, are applicable to various geometrical and kinematic conditions, including both stationary
Troy, N.Y. USA and moving surfaces. The new results obtained in this work include: « the derivation of an
analytical solution for the evolution of film thickness over the entire multiscale range,
from the liquid free surface to the asymptotic (disjoining-pressure controlled) region, and
Anela Kumbaro for any surface inclination angle between 0 deg and 90 deg, ¢ the formulation of a method
Research Engineer to deduce the Hamaker constant based on a single measured value of film thickness at the
Commissariat a I'Energie Atomique, beginning of the disjoining-pressure-controlled region, applicable to any inclination
Saclay, France angle, * the explanation of the reasons why the thickness of liquid films on moving
surfaces is normally beyond the range of Van der Waals forces, ¢ the formulation of an
expression for the nondimensional asymptotic film thickness as a function of the capillary
number; this new result explicitly accounts for the effect of gravity on the average film
velocity. [DOI: 10.1115/1.1777228
Introduction cerned with the thickness of the resultant coating, for various wall

. . . . configurationg(inclination anglesand velocities.

fa(-:rehsehpz:]syilgzr?firﬁcg]szggtlejgr?)éfh(;?eﬂIt)r;svgzgnuesd ;lljoﬂnl 9 %Oli'g_sur The purpose of this paper is to formulate a mathematical model
; . 4 I P ’ and method, applicable to various geometrical and kinematic con-

cluding both stationary films and liquid spreading induced by su {ions over the entire film length, from the liquid surface at the

: . X 4 ; di

st choraccrsies o oo g st mae] I eepton and oug ne cailan,varsiton and o
scopic contact angle, the development of ultra-ttianometer
range films by fully wetting fluids, and thin-film evaporation. A
primary question in the case of surface-motion-induced coating

ressure-dominated regions. Also, a general computational ap-
proach is presented allowing for accurately determining the film
thickness over the entire film spreading range. It is shown that the
proposed method allows one to accurately determine the Hamaker

Cogﬁ]egg??hg'mz;g? ;ffffﬁz(ﬁlt?é ssiunrft?qceea\gfxgitg cEJfrer:Ln}|rrrr:|§§n?§Z constant based on the measured stationary film thickness at the
! Y P eginning of the asymptotic film region. A rigorous analytical

ing at fully wetting conditiqns is due to the film thickness. range - iyation is also shown for the asymptofimiform) film thick-
that covers scales from millimeters to nanometers. A typical a ess along a moving wall, including the effect of gravity. The
pirgr?c;m'js ;;szgﬁnon r:gﬁne%e?spsrl?éémgl?r:]: ITaznggiet:agoS:Isct)gni & 0ults for both stationary and moving wall cases are applicable to
gion Justing param an arbitrary wall inclination angle, from horizontal to vertical.
obtain the ultra-thin film thickness that matches the measured val- he numerical examples shown in the paper to illustrate the
uhes.Anevy apgroach, Ieaq|ng Ito acﬁ“j'Stﬁm th”eoretlcal model an posed approach are based on the properties of Hexane on a
the associated computational method, that allows one to acel: e ; : .
rately predict the film thickness over the entire multi-scare rang !Ilcone substrate. The specific properties of interest here are:
for the surface inclination angles from nearly horizontal to verti- « density: p= 660 kg/n¥,
cal, is presented in this paper. _ _ ~_ « dynamic viscosity;u=2.8 10 * kg/m-s,

The method utilizing the spreading of a uniform thin liquid , g\ rface tensions=1.84 102 N/m.
layer over a slowly moving solid surface is a widely used coating
technology. Because of the small thickness of the moving film, the . . .
existing models normally ignore details of liquid flow inside the>tationary Film on a Vertical Walll
film. As it is shown in the last section of the present paper, usingin order to introduce the proposed modeling concepts, let us
a rigorous approach to film fluid mechanics, a more complefgst consider a liquid film spread along a fully wetted stationary
analytical model can be derived, together with an efficient solyertical wall, shown in Fig. 2.
tion method. This new model proves useful for explaining the A general equation governing the axial thickness distribution of
effect of surface velocity on the liquid film thickness and, furthetthe liquid film along the wall i§2]
more, shows the importance of accounting for velocity distribu-

tion across the film on film thickness predictions. d(aK+ ) =pg @
dx P
Problem Formulation whereK is the curvature of the film surface
Let consider a solid flat plate partially immersed in a pool of s

wetting liquid, as shown in Fig. 1.

If the liquid completely wets the substrate material, the entire
surface will be coated by a thin film, even if the wall is stationaryynq ¢ represents the disjoining pressure at the liquid-vapor inter-
In the case of a moving surface, coating is expected even if the.e given by
wetting conditions are beyond the range of Van der Vaals forces.

An interesting issue, both theoretically and practically, is con- B
= ©)

Contributed by the Fluids Engineering Division for publication in tloJBNAL . . L
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionWhere B is the Hamaker constant andis disjoining pressure
May 27, 2003; revised October 17, 2003. Associate Editor: S. Balachandar.  exponent(typically, n=4).

K= R LR (2
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AX z Uy dominanj. It turns out that a consistent and accurate solution to
this problem can be obtained by introducing yet another, interme-

8(2) pliate region, where both the capillary and disjoining pressures are
l g important.
Meniscus Region. First, let us take a look at the intrinsic
[ . meniscus, which is defined as the portion of meniscus governed
y / le solid plate by the Young-Laplace equation with the effects of disjoining pres-
< 22 sure being negligible. In this case, H&) simplifies to
liquid o _p9 ©
—(1_,_5,2)372* =

Fig. 1 Fluid in contact with an inclined moving surface . . . .
Integrating Eq.(9) with the boundary condition, lind’(x)=

x—0
. . . . . —oo, yields
Equation(1) is subject to the following boundary conditions:
, dé x?-2a’
lim 6= 6, lim &= —e lim—— K (@) X el (10)
o in» o ) XHOW in X  xy4dac—x

wherea= \/a7pg is the capillary length.

Integrating Eq.(1) with the boundary conditions given by Eq. The limiting range for Eqs(9) and (10) is determined by the

(4) yields value ofx where the slope becomes zero
5 pg B(1 1 5
T o X o\ 5 o) TKin © x=vaa=\|-o (11)

For a large area of the free surfad,= lim §(x) =« andK;, Integrating Eq/(10), we obtain

x—0
=0, so that Eq(5) simplifies to 2a+ JAa2—x2
5 bg B 1 3(x)=8y— y4a®—x*+aln — * Vaa®—x2
Ty X~ (6)
A+6H% 0" 0§ 20+ 47—
Equation(6) does not have a closed-form analytical solution. —aln———— (12)
Numerical solutions are complicated by the fact that both associ- 0
ated boundary conditions refer to the “infinity” limits wherex,<x* is a reference distangget to be determingdand
. o Do 8p= 8(Xg) is the corresponding film thickness.
lemo Ax)=c; )I('LTL o (X)=—e Q) As can be seen, in order to determine the film thickness in the

meniscus region from Eq12), the values ok, and 8, must be
Alternatively, one of the boundary conditions in E@) can be found first. On the other hand, Eq®) and (10), respectively,
replaced by the asymptotic limit of the final film thickness, agaidirectly provide the slope and curvature of the film in this region.
at infinity. In particular, the following boundary conditions can be The result obtained for a Haxane film on a Silicone substrate is

used in place of those in E7) shown in Fig. 3.
lim 8(x)=2; lim &(x)=0 (8) Transition Region. In order to determine botk, and 8y, we
x=0 X— notice that using Eq(9) at x= X, yields
Another, even more profound, difficulty of solving E¢6) and X
(7) (or Egs.(6) and (8)) is due to the fact that, over the entire Koz_g (13)
range of liquid film, the model encompasses regions of dramati- a

cally different scales, from mr(in the initial capillary region to On the other hand, including the effect of disjoining pressure,
nm (in the asymptotic region where the Van der Vaals forces ajge obtain from the complete model given by E6)

07 a2 058
Thus, the selected point of reference must be such that
lg T B X 15
oo Ca (1)
o(x)

(14)

where O0<e<1. As can be seen, the specific choice sofwill
control the error of the present method. Thus, the desired accuracy
of calculations can be predetermined for any specific case.
. Since Eq.(15) includesxy and 8y, both of which are yet to be
SOlld [)late determined, the missing boundary condition must be provided by
matching the capillary solution with the solution of the full equa-

tion, Eq.(6). The difficulty here is in that the boundary condition
y / of interest is referred to an infinite distance from the origin,
~—— lim 6=0. Since, as mentioned before, E§) does not have a
. . X
llqlnd /] closed-form analytical solution, a practical approach is to develop
a numerical method of solution. One possible method is to define
Fig. 2 Stationary film along a stationary vertical wall the transition location as
566 / Vol. 126, JULY 2004 Transactions of the ASME
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Fig. 3 Meniscus slope and curvature profiles for a Haxane film 700 E
on Slicone substrate 600 A
500 ]
K(x)[m™ - 1
(m~} o A
|20 300 ]
Xo=X*(1=y)=(1-y)\/— (16) [ ]
P9 200 4
and iterate on the values okOy<1 until the asymptotic bound- 100 ]
ary condition is met. i 4
. . . 0 i i
The results obtained for a Hexane film spreading along a vert 0.00007 0 0.00001 0.00002

cal Silicone substrate are shown in Fig. 4. In these calculation

the Hamaker constant waB=1.0x 10~ 3° Jm, The desired accu-

racy was determined by choosiig=0.005(see Eq(15)). Fig. 4 Fim thickness, slope and curvature profiles in the tran-
In order to demonstrate the accuracy of the proposed meth@gion region

Fig. 5 shows a comparison between the film thickness calculated

using different assumed values ©fin Eq. (15). As can be seen,

whereas the location of the onset of the transition regign,and

the corresponding film thickness,, depend on the assumed ac-  kyrthermore, it is interesting to notice that the rigorous numeri-

curacy, the predicted film thicknes&(x), is practically the same | approach to the transition region, presented above, can be

for all assumed values af. In particular, the film thickness at replaced by an estimate obtained by rewriting E).as

=x*=0.002385 m isé(x*)~190 A, and it decreases (x,)

~160 A when the effect of film curvature becomes negligilaie S g B

an approximate distance;~ x* =0.000012 m). mlﬁz ;(X—Xo)— ;(y— 5
It is important to point out that a measure of the accuracy of the 0

results shown in Figs. 4 and 5 is the difference between the valyggy assuming that in the transition regipsf|<1 and |x— x|

of curvature calculated at both sides ®Fxo. Specifically: <42k . Consequently, Eq18) can be simplified to

K(xg)=x/a® and K(xg)=xo/a*(1—e), so that [K(xg)

x-x*[m]

+K,  (18)

—K(x$)1/K(xg)=e<1. Since|(xo—x*)/x*|=y<1, it can be S_K B/1 1 19
assumed that =Ko=—| 5~ 5_8 (19)
*
K(XO)»NVX_Z (17) Mgltiplying both sides of Eq(19) by &' and integrating, we
a obtain

However, because of a dramatic reduction in the surface curva-
ture in the transition region, the actual value of curvature*at
may only be about 50% or less Kf(x,) (see Fig. 4.

(8")? B 1) B
=( +C (20)

PR R R
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0.0x10° . L L Fig. 6 Fluid in contact with an inclined stationary plate
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Fig. 5 The effect of assumed accuracy on the calculated film Stationary Film on an Inclined Wall
thickness

The analysis presented in the previous section can be readily
extended to the case of a plate inclined at an arbitrary angle with
respect to the liquid free surface, as shown in Fig. 6.

For a given plate inclination angl@, the limiting value for the

Assuming that at the end of the transition regiomhere e . . ;
9 giam extent of the initial capillary region can be determined from Eq.

8(x1)=81), the following conditions are satisfied’(x,) <K,

and| &' (x,)|<B/[o(n—1)6] "], Eqs.(19) and (20) yield (10 as
B(1 1 (x*)?—2a’ to=—T (26)
———————=—cotf=—
KO_;(g_T_ 5_8)20 (21) X*\/m

Solving Eq.(26) for x* yields

K-i—B:L 5+—B 1+C—O 22
o o5 etnmn & O e2) \ r
x*=v2a\/1- 27)
V1412

Calculatings; andC from Egs.(21) and(22), and substituting
the results into Eq(20), we obtain Since the film thickness evolution is now considered with re-

2 1-1n  Spect toz rather thanx, an appropriate change of variables is
(") %(KOJF E i) S+ L é_ E(U_KOJF i) necessary. In particular, the following expression can be derived
2 o 5 o(n—-1) "' 30| B & for the rate of film thickness change
(23)
Taking into account that the solutions for the capillary and tran- ds &sin 0+cosé
sition regions should assure the continuity of film thickness and its = (28)
rate of change at=x,, and using Eq(15) for the curvature error dz sing— d—(scose
control, the combined Eqg$10), (15) and(23) can now be solved dx

for Xg, o= 8(Xg), 8'(Xe) andKy. Comparing the results against ) . . . L )
those shown in Fig. 5 indicates that the simplified approach yiel r'I: g(; )l;> gor'ng&%igngtc?g):kggz\s,elrQe??r;?xnfc;tfgsrggl?nndés gr?-v
accurate values of film thickness at the end of the transition re- y ! P

; - : ent variable.
gion, &; (obtained from Eq(21)). However, this method does not . . .
provide information about the length of the transition region itsel The current problem can either be solved numerically using Eq.

Practically, the only way to determine the film thickness distrib 15) or,halte.rnalt.lf\./ecljy, an appr:odxlmated dsgluftlon can.bel obta:nedf
tion in the transition regiong(x) for x,<x<x;, and in particular, using the simplified approach discussed before. Typical results o
PR . T o the calculated film thickness at the and of the transition regign,

4(x*), 1s 10 use the numerical solution illustrated in Fig. 5. (see Eq.(21)), for Hexane/Silicone and various plate inclination
Asymptotic Nano-Region. Although, theoretically speaking, angles, are shown in Fig. 7. It is interesting to notice thatEor

the film calculations along the wall could continue using the fulF1.0x 107%° Jm and¢=90° the predicted value3; =160 A, is

model given by Eq(6), the accuracy of the numerical solutionthe same as that obtained solving numerically a complete model

diminishes as the curvature ternd"j becomes negligible. Hence, for a vertical wall and shown in Fig. 5.

a more efficient, and still very accurate, approach is to use anFigure 7 also shows a comparison between the present model's

asymptotic formula obtained from E€[L8). Specifically, since for predictions and the experimental data for a 4° inclination angle

x=x;, K(X)<Kg, Eq.(18) can be simplified to [8]. As can be seen, the appropriate value of the Hamaker constant
for this case isB=3x 103! Jm. It is important to notice that for
pg . Bf1 1 ko P9 ey B(1 1} any given measured value éf, an accurate estimate of the Ha-
?(X Xo) o\ FO 0~ F(X X1) ol 5_2 - maker constant can be obtained from Ef). Specifically, taking
(24) into account thaBy< &y, Eq.(21) yields
Solving Eq.(24) for §(x), we obtain B~oKyd] (29)
pd(x—Xog)+oKy 1]17Y" [pg 1]-un The calculated values &€, for various wall inclination angles
5(X):{T+ 5 ”{E(X—XlH 5 are shown in Fig. 8. In fact, the arbitrariness in definkagand
0 1 difficulties associated with measuring the film curvature seem to
(25) , . 9
be the main reasons for a wide spectrum of values proposed for
wherex, and §, are determined from the analysis discussed in tthe Hamaker constant for individual materigfer example, see
previous section. Refs.[1] and[8]). In particular, it follows from Fig. 8 that the
568 / Vol. 126, JULY 2004 Transactions of the ASME
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Fig. 7 Film thickness in the transition region for different plate
inclination angles

value of K, for a 4° inclination angle, corresponding =3
X103 Nm?, is Ko=41 m 1. On the other hand, for the value,
Ko=95m !, that was assumettather than calculatédn Ref.
[8], the predicted Hamaker constant s 1 10~ %0 Nm?.

SinceK, can be determined with a good accuracy in terms c
just two fluid properties: surface tension and dengftpm the
combined Eqgs(17), (27), and(29)), it is practically independent
of B. Thus, the present method can indeed serve as an accur
vehicle for deducing the Hamaker constant based on the measu
film thickness at the end of the transition, and the beginning of tr
asymptotic, regions.

Us

X=X,

x=0

Flow Conditions

Let us now consider a film-coating problem, where a thin filrr
of fluid clings to the plate which is drawn vertically through a
liquid pool with a constant velocitJo. As shown in Fig. 9,
starting from the free surface, the overall film length can be dfg. 9 Schematic of liquid film formation along a vertical mov-
vided into two regions. In the initialnormally very shoitregion ing plate submerged in a liquid pool
above the surfacéRegion-I, extending froxx=0 to x=x.), the
motion of the plate has a negligible effect on the shape of the
meniscus line. As soon as the liquid layer becomes sufficiently
thin, the free surface starts movifigegion-ll, forx>x,), follow- ness changes dramatically. The velocity field in the submerged
ing the plate with a gradually increasing average velocity as tipertion of the liquid(for x<0) depends on the liquid depth and
film gets thinner. the plate velocity, and the net flow in the upward direction is

The meniscus region between the free surface @) and the governed by the ability of the combined wall shear and capillary
onset of motion at the film surface € x.) is very short(typically, forces to counterbalance the effect of gravity. Although a detailed
of the order of no more than a few millimetgrsvhereas its thick- multidimensional liquid velocity field driven by the moving plate

wall (including the boundary layer developmgrn$ somewhat
complicated, when approaching the onset of motion point (

T — =X.), the velocity profile gradually assumes the shape shown in
s 4 Fig. 9.
800 |- g Since the moving film in Region-II is thin, its motion can be
700 | ] described by a unidirectional momentum equation along the sur-
3 { face. Specifically, we write
600 | -
500 | i ITyx _ (oK + D)
p - +pg (30)
KO - . ay X
400 |- 4
300 L ] As long as the film is sufficiently thin, the flow inside the film
s 1 is going to be laminalthe validity of this assumption will be
200 |- . confirmed later in this SectionThus, the shear stress across the
100 L ] film can be expressed as
ol ] au(y)
0 10 20 30 40 S0 60 70 80 90 Uty (31)
0 [degrees] o ] ] ) ]
Substituting Eq(31) into Eq.(30) gives the following equation
Fig. 8 Effect of plane inclination angle on film surface curva- for the two-dimensional axial film velocityalong the plate wall
ture at the beginning of the transition region and across the filin
Journal of Fluids Engineering JULY 2004, Vol. 126 / 569

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(92U 3(0’K+q)) 0.005 —r0.005
Y A v (32) :
0.004 | -0.004
Ignoring the gas/liquid interfacial shear at the free surface « L 4
the film, yields 0.003 - Jdo.oos
8 [m]
3 Q y y \?
U(X,y)—UO*E(UO*W) %*(m (33) 0.002 | -0.002
for x>x., whereQ is the volumetric flow rate of the liquid per 0.001 | -0.001
unit width of the film(yet to be determined | ]
It follows from Eq. (33) that oban v v v Y TEEET =1y
0 0.00040.00080.00120.0016 0.002 0.00240.00280.00320.0036 0.004
U[Xc ,5(Xc)]=0 (34) x [m]
andu(x,y)>0 for x>x.. ) ) o )
Substituting Eq(33) into Eq. (32), we write Fig. 10 The effect of surface velocity on liquid film thickness
Q
UO_ s
d(ocK+d) S
T=pg_3MT (35) b_[g<luu0_ @HUB @3
O
As x increases, the film thickness approaches a constant ol o
asymptotic value that satisfies the equation Now, the exponents in E¢40) become
Pg L 3 ,LLUO_@ 1/3 B .
aﬁ—U05m+Q—O (36) b;=—b= U( 3 5w) , by3=0.51xv3)b (44)
Combining Eqs(35) and(36), and assuming a constant surface Since in the present caseg>0, we conclude that the film can
tension,o, we obtain reach an asymptotic constant thickness onl¢ ji=C,;=0. This,
q ) 3 in turn, implies that the solution of E¢42) is
oK+
ﬁ(T=%(53—52)—7“u0(5— 5) (37 S(X)= 5, +Cye b (45)
The constantC,, can be determined by matching the solutions
or for the initial capillary region, where the wall velocity has no
d(oK +®) effect of the film thickness, against that given by E4p) for the
B =[pg( 5%+ 886+ 82)—3uUg](5—8.) (38) flow region.
dx The film thickness in the static meniscus regiofsise Eq(12))
where® is given by Eq.(3) with n=4. 2a+ JAa2—x2
In the asymptotic region of the flowing film, E¢38) can be S5(x)=— \/4a2—x2+alnu+c (46)
approximated by X
d35 4B ds This solution is valid as long as the motion of the meniscus
- 7 — 2V(S5— 8. )= layer surface is neglected, i.e., fosx., wherex, satisfies Eq.
a8 3 i +3(uUy—pgd2)(6—6.)=0  (39) (334/1). g c c q
A general solution of Eq(39) is Combining Eqs(33), (34) and(46) yields
8(X) = 8.+ C 1%+ CpeP2*+ C4e" (40) 8= (X)) =38, ;;30 82 (47)
A b , th ti f th luti i b . . . .
s can be seen, the properties of the solution given by(&) Now, the matching conditions can be written as

depend on the sign of the term=Uy—pgd2. Let us first as-
sume that the asymptotic film thickness is driven by the disjoining
pressure and, thus, is in the nanometer range. In this cas3%q. 8(Xe )=08(xg), ax
simplifies to

d?s

do
dx| .0 d¥?
XC

T dx

X
[

_d25

=57 (48)
v Py

4B d§ Using Egs.(45), (46), (47) and (48), the integration constants,
= a——3(,uuo—pg 52)(8—68,)=0 (41) CandC;, can be determined, together with the asymptotic film
o OX thickness,é.., and the location of critical distance, . Thus, the

The existence of an asymptotic steady film thickness requirggtire film thicknessg(x) for x e (0,), can be determined from

that r<0. Using the material properties given in Section 1, wEd- (46) (for x<x.) and Eq.(45) (for x>Xx). Typical results for
different surface velocities are shown in Fig. 10.

conclude that fod,,<10" 7 m, the corresponding surface velocity ; -2 A A .
would have to beU,<2.31:107 m/s. Thus, for all practical The model discussed in this section can be used to obtain non-
purposes, it can Be assumed that the asyrﬁptotic film thicknéﬂé@ensmnal_characterlstlcs of thin film coatings in the asymptotic
' fegion, applicable to any film and surface materials. Specifically,
introducing the nondimensional asymptotic film thickness and the

Vaals forces. X ;
E%a_\pnlary number, respectively, as

The corresponding solution can be obtained by replacing

(39 by O P9

d*s A= =0\ (49)

—= +b3(6-6.)=0 (42)

aX Ca- M0 50
where a= (50)
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Fig. 11 Nondimensional asymptotic thickness of thin film
coating as a function of the capillary number. (a) linear scale;
(b) logarithmic scale

As can be seen, the difference between the modified and origi-
nal results is about 6%. Thus, the proposed model is not very
sensitive to details of the initial film thickness distribution in the
asymptotic region.

Integrating Eq(33) over the film thickness yields the following
expression for the volumetric film flow ratger unit width

AZ
Q=UjaA 1_ﬁ (56)
The corresponding average film velocity can be calculated from
Q ( A?
uf,x—ts—x—uO 1- 355 (57)

In order to determine flow conditions inside the film, one can
use the Reynolds number defined with respect to the moving plate
wall

(Up=Uy)d.  Ugd. A? a’g f°

= - == 3w
Re v v 3Ca 1” 3 (Ca) (58)
Applying a standard criterion for wave-free laminar films as
Re<Re.~30 (59)

and taking the updated constangs; 0.817 andw= 0.551(corre-
sponding to Eq(55)), yields the critical value of the capillary
number,Ca,=0.0116. Using the properties of Hexane, listed on
p. 2, the above-given condition translates into the following lim-
iting condition on the plate velocityt) ;<<0.76 m/s. As can be
seen, the asymptotic film remains smooth laminar for a broad
range of moving plate velocities. However, it should be mentioned
that the value of the Reynolds number near the onset of film
motion (defined before asx=x.) is larger than that in the
asymptotic region. Thus, for some situations satisfying the condi-
tion given by Eg.(59), the moving film may assume a wavy

the solution of the present model can be plotted as a funcion,laminar initial structure, to eventually reach a smooth waveless
=f(Ca), as shown in Fig. 1R). The same function is plotted in laminar flow pattern.

Fig. 11(b) using a In-In scale.

It is interesting to mention that the functional form of E¢2)

As can be seen, the result shown in Fig(lcan be described IS similar to the expression reported by Probsfgih However,

with a very good accuracy by a linear function

In(A)=—-0.12710.555I(Ca) (51)
Eq. (51) can be also rewritten as
A=p(Ca)” (52)

where 8=0.880 andw = 0.555.
Equation(41) was obtained from Eq.39) assuming that(x)

~4, in the asymptotic region. Actually, the film thickness

the numerical coefficients are different; according to Probstein,
B=0.946 andw=2/3. One reason for that is that whereas earlier
models ignored the effect of gravitfthus, a uniform velocity
across the film was assumed, equal to the surface veldgity,

and consequently, the film flow rate wa3=U4..), the present
model explicitly accounts for this effect. As a result, the average
film velocity obtained from the parabolic velocity profile is given
by Eq. (57).

Using the properties of Hexane and assuming a surface velocity

changes gradually from#(x.) to ... In the present case, the® U_0=O.76 m/s, the _nondimensional asymptotic fiIm_thickness
average value oB(x) in the asymptotic region was abod, obtained from Eq(55) is Agcrua=0.0701, whereas the simplified
=1.255,, over the entire analyzed range of surface velocitid§odel of Probsteir7] gives Ampjseq=0.0484. Thus, the error
from 0 to 2 m/s. In order to quantify the uncertainty associatédfsociated with the latter i§Agimpified™ Aacal/Aacuap< 100%

with the treatment of the asymptotic region in the present modéf,31%- As it can be readily noticed, the difference between the
and to improve the accuracy of predictions of the average fiigimplified model and the present, more detailed, model increases

thickness in this region, another series of calculations was al%§h decreasing wall velocity, to 40% fdd,~0.23 m/s, and to

performed in which the previously used assumption was replace§” forUo~0.05m/s. .
by Whereas the analysis given in this Section has been performed

for a vertical moving plate, it can be readily extended to a surface

82+ 88,4 62~ 82, + 840+ 62=3.8152 (53) moving at any inclination angle between 0° and 90°. In particular,
o if the effect of gravity in Eq{(33) becomes negligiblelJ;— Uy,
Consequently, Eq41) has been modified as follows as in the model given by Probste.
4B do )
57 % (3#Uo—3.81pgd%)(6-4.)=0 (54)

The predicted updated nondimensional asymptotic film thick=onclusions
nessA*, is also shown in Figs. 1&) and 11b). The correspond- A theoretical model of thin and ultra-thin films has been pre-
ing modified functional form is sented, applicable to various geometrical and kinematic condi-
In(A*)=—0.2017 0.551 I Ca) (55) tions. This model allows one to determine the film thickness over

the entire film length, from the liquid surface at the film inception
Eq. (55) is equivalent to Eq(52) with 3=0.817 andw=0.551. and through the capillary, transition and asymptdtisjoining-
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pressure-dominate¢dregions. Also, a general computational Whereas the subject of this paper was concerned with smooth
method has been developed to accurately compute the film thigkifaces, where the effects of surface roughness on the spreading

ness along a solid wall submerged in a liquid. _ _ of liquid films are negligible, the overall approach should also be
~ The new results obtained in this work for stationary filmgseful in the interpretation of experimental data where such ef-
include: fects become important.

 the accurate evaluation of ultra-thin film thickness at the be-
ginning of the asymptoti¢disjoining-pressure controllgdegion,
over the full range of surface inclination angles, from 0 to 90 deg,

* the formulation of a method to deduce the Hamaker constgRkferences
based on a single measured value of film thickness at the begin-

. e _ . P [1] Ingram, B. T., 1974, Wetting of Silica bg-Alkanes, J. Chem. Soc., Faraday
ning of the disjoining-pressure-controlled region, applicable to Transactions 170, p. 868,

any inclination angle' [2] Renk, F., Wayner, P. C., and Homsy, G. M., 1978, On the Transition Between

. . [ . . a Wetting Film and a Capillary Meniscus, J. Colloid Interface ,,p. 408.
Furthermore, the ﬂUId. mechamcs of “ql'”d .fllmS over moving [3] Bankoff, S. G., 1990, Dynamics and Stability of Thin Heated Films, J. Heat
surfaces has also been investigated. The major results are: Transfer,112, p. 538.

A . : . [4] Wayner, P. C., 1991, The Effect of Interfacial Mass Transport on Flow in Thin
« the derivation of an analytical solution for the evolution of Liquid Films, J. Colloids and Surfaces2, p. 71.

film th|CkneSS_ Over_the entire range from the liquid free surface to[5] Wayner, P. C., 1992, Intermolecular and Surface Forces with Application s in
the asymptotic region, ) o Change-of-Phase Heat Transfer,Boiling Heat Transfer; Modern Develop-
e the explanation of the reasons why the thickness of liquid ments and Advancemerie.: R. T. Lahey, Jy, Elsevier, p. 569.
films on moving surfaces is norma"y beyond the range of Van der6] Voinov, O. V., 1998, Fine Structure of Meniscus of a Wetting Liquid, J. Colloid
Waals forces, 7 gtegicg ss.ioqlgéjggh icochemical Hydrod ics, An Introduction, 2nd
« the formulation of a relationship between the nondimensional”) E;O joer::'wﬁey'& cons I‘f’]sc'coc emical Hyarodynamics, An Introduction, <n
asymptotic film thlckn_ess and the caplllary number; this new for- [8] Truong, J. G., 1987, Ellipsometric and Interferometric Studies of Thin Liquid
mula accounts explicitly for the effect of gravity on the average  Fiims wetting on Isothermal and Nonisothermal Solid Surfaces, Ph.D. Thesis,
film velocity and can be extended to any surface inclination angle. RPI.
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The Modeling of Lift and
. Lopez de serodano | DISPEFSION Forces in Two-Fluid
wistnetrieoan | Model Simulations of a Bubbly
47907-2017, USA Je t

F. J. Moraga
Two-fluid model simulations of a bubbly vertical jet are presented. The purpose of these
D. A. Drew simulations is to assess the modeling of lift and turbulent dispersion forces in a free shear
flow. The turbulent dispersion models used herein are based on the application of a kinetic
R.T. Lahey, Jr. transport equation, similar to Boltzmann’s equation, to obtain the turbulent diffusion force
for the dispersed phase {4]. They have already been constituted and validated for the
Center for Multiphase Research, case of particles in homogeneous turbulence and jets [5] and for microscopic bubbles in
Rensselaer Polytechnic Institute, grid generated turbulence and mixing layers [6,7]. It was found that it is possible to
Troy, NY 12180-3590, USA simulate the experimental data of Sun [8] (see Figs6)Lfor a bubbly jet with 1 mm
diameter bubbles. Good agreement is obtained using the model of Brucato et al. [9] for
the modulation of the drag force by the liquid phase turbulence and a constant lift
coefficient, € . However, little sensitivity is observed to the value of the lift coefficient in
the range 6<C <0.29.[DOI: 10.1115/1.1777231
1 Introduction have previously been simulated with Lagrangian approalctids

Thus, a comparison of performance between Eulerian and La-
rangian formulations is possible.
YThe organization of the paper is as follows. The next section

ina th h & vi hear fl d studi f d r[‘3resents the two-fluid model, while Section 3 covers the simula-
moving through a viscous shear flow p0] and studies of drag o0 and results. Finally, the most relevant conclusions are stated
modulation by turbulencg9]. Another important advance hasin Section 4.

been the application of a kinetic transport equation, similar to the
Boltzmann’s equation, to obtain the turbulent diffusion force fop T\wo-Fluid Model Equations

the dispersed pha$8,4]. This method has been successfully ap- .
plied in the field of particle flows and provides Eulerian results Conservation of the ensemble-averaged mass and momentum

that are as accurate as the Lagrangian analysis. The magnitudgbfphasek’ in the absence of phase change, are expressed as

the turbulent dispersion force is obtained rigorously from the fir 12}, §11.3:

moment of the kinetic equation and is constituted in terms of the dapy
statistics of the turbulence of the continuous liquid phase and the ot
drag law of the dispersed phase, without the need of any ad. hoc.
constants. This turbulent dispersion force has already been conatid,
tuted and validated for the case of particles in homogeneous tur-
bulence and jetg5] and for microscopic bubbles in grid generated
turbulence and mixing layers®,7]. The most important dimen-
sionless number controlling dispersion in these works is the To.Va @
Stokes numberSt, which was very large for the particleSt kit o

~100 at the nozzle entran¢B], and very small for the bubbles, whereay, py, U are the void fraction, density and velocities of
St=10 2 [6,7]. Jets are a particularly challenging flow for prephasek, respectively. AlsoT, Tfe andT,; are the viscous stress
dicting turbulent dispersion because the characteristic time of tiensor, the Reynolds stress tensor, and the interface stress tensor
turbulence and consequently the Stokes number change drameftiphasek, respectively, ang is the gravitational acceleration. In
cally across the computational domain. In this paper, simulatioff®® remaining of this work the subscrikt=c, d represents the

of the air/water bubbly jet characterized by J@hare presented. continuous and dispersed phases, respectively, and we may ne-
By selecting a low void fraction bubbly flow, instead of the gasglect the viscous part of the interface stress tensor. THhys,

solid flow simulated by Lopez de Bertodaff], we intend to = —Pxil. We further assume that the differenge-p,;, k=c, d,

study dispersion in a flow with a completely different turbulenci negligibly small. With these two assumptions we achieve clo-
structure and Stokes number distribution. Unlike the previousfgre for the interfacial stress tensor.
studied jet the selected bubbly flow is one-way coupieal, the

bubbles do not appreciable modulate the continuous phase turBu- Bubbly Jet

lence and the Stokes numbers are mgde Iarge_r by selecying Iqrg%.l Model for the Interfacial Force.
bubbles, yet no so large as to experience helicoidal trajectori
An additional benefit of selecting the data of J@&j is that they

The present two-fluid model for turbulent bubbly flows applie
recent advances in the development of interfacial forces. Th
include the general solution of the lift force for a rotating sphe

+ V- appu=0 1)

dapyUy
——— + V- o= V- g (Ty+ TR + anepig+ My

The interfacial mo-
ffentum force densityMy, needs to be constituted in order to
achieve closure. Thus we write,

~nD D VM L
Contributed by the Fluids Engineering Division for publication in ticeJBNAL Md= Md + Md + Md + Md (3)

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division .
August 15, 2002; revised manuscript received July 16, 2003. Associate Editor:\@éhere. these. forces a_re, respectively, those‘ due to (dma,gurbu-
Balachandar. lent dispersion(TD), virtual mass(VM) and lift (L).
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The virtual mass force accounts for the effect of acceleration tife turbulent diffusion force comes out of this process in a natural
the liquid displaced by the bubbles, and can be modeled as way as[5]:

0Uc ﬁud
W—"_UC'VUC - 7+ud-Vud

1 -
TD_ ro
. (4 Mg __Pcmucuc'vad‘ 9)

VM
Mg"=agpCum

where the Stokes numbe3f, is defined as the ratio of the relax-
ation times of the bubblezy, and the eddiess, .
Comparing this homogeneous flow formulation with that of
Reeks[2] for a simple shear flow, there are some differences in
5 3 |u the derivation of the turbulent diffusion force as well as the Rey-
Mg=— adeCDg D2 u, (5) nolds stresses:

where the virtual volume coefficien€y,,, is 0.5 for the dilute
potential flow of spherical bubbles.
The drag force may be expressed as

. . ) ) (1) Turbulent diffusion force: The presence of the shear pro-
where the drag coefficien®p is defined after Tomiyam@l3], gyces extra terms that are a function of the dimensionless product
with a void fraction correction based on that of Isfii4] to in- ;5 whereSiis the strain rate, in addition to the Stokes number.

clude interaction between the bubbles. in tap water: However, they are smaller than the corresponding terms in the
1 24 _homogeneous modéht most 30%_ for the present casand more
Co=— = (1+0.15R§%), (6) importantly, these terms act only in the x-direction. For the jet, the
a; Rep diffusion in the x-direction is much smaller than the convective

. ransport, so it is neglected.
where Rg is the bubble Reynolds number based on the bubb‘ie . .

: . Lo (2) Reynolds stresses of the dispersed phase: Reeks points out
diameterDy,, and the relative velocity, =ug— U, . We note that that the Boussinesq approximation for the Reynolds shear stress

Lourn:ggrEltj)lr)rtg(?tig:]z?nt:g\gggegfblnEI?orr?\si't ;Et;g'; \r’]vgt”;’ trlliitz\aﬁlse of the dispersed phase is deficient. However, in the present case
y y PP y Reynolds stresses of the bubbles are proportional to the den-

. . t
The lift force on a sphere in shear flow can be expressed §§ of the air, as shown in Eq2), so they are neglected. There-

[135], fore, this effect as well as othefe.g., turbophoresjswhich are
MG= — agpcCru, X (VX Up), (7) significant in the case of particle flows, are negligible for bubbles.

The time constant of the bubbles can be derived using By45)

whereC,_ =0.5 for inviscid flow. Legendre and Magnaudés] and(4) as:

performed a full computational fluid dynam{€FD) simulation
for viscous shear flow around a spherical bubble with no shear at 1 (pg+Cympc)DE
the surface and obtained a similar result to Ef).for 10<Re, T4= 18 e
<1000, thoughC, varies a little. In particularC, =0.45 for Me(1+0.15 R‘% ")

Re,=100 (i.e, a 1 mmbubblg and a dimensionless vorticitg,  Closure is provided by thik— e model which is used to calculate

:DbVXUC/UrZO.Z. 7 : ;
However, bubbles flowing in tap water behave like rigi({c anducu,. The eddy relaxation time based on te e model

spheres and, furthermore, they may rotate as they move through

the shear flow. Recently Kurose and Kom(d®] solved the prob- TC=Ci/4k/€. (12)
lem of a rotating sphere moving in linear shear flow with a ful})\
CFD simulation. In this case not onb; but also the dimension-
less sphere rotatiofi) = /u, , were considered. It turns out that

assuming) =a/2 and Rg=100 the result of Kurose and Komori scale with thek— e model mixing length it is concluded thatg

[10] can be reproduced very closely with K@) andC_ =0.28 for  —_ S .
0<a<0.4, which is the range of the current jet calculations.. "¢, which implies that eddy cross over has a negligible effect

However, if =0 as proposed by Bagchi and Balachanfdsf] on dispersiori5,19). .
for solid spheres at moderate Re in shear flow the model ofThe normal Reynold? ’stress components. n &) may be
Kurose and Komori yield€, = —0.07. So the prediction of the obtained fromk=trace(ucgc). However, for a jet the transverse
lift coefficient remains uncertain. components are approximately one half the value of the axial
Experimental results are in good agreement with the result @@mponent. Specifically, Lopez de BertoddBshows that in the
Kurose and Komor{10] and the assumption th&=a/2. For limit of_very small p_artlcles or bubbles it is possible to r_educe the
example, the experiment of Nacirl8] for a bubble in a vortex tv_vo-flwd conservation o_f mass and momentum equations of'the
showed thatC, =0.25 for 16<Re,<120 anda=0.25. Tomiya- dispersed phase to a smglg “cqn.vectllon-dlffu3|on" conservation
ma’s experimental datgl3] for small bubbles in Couette flow Of mass equation with the diffusivity given by:
agrees with Eq(7) whenC_=0.288. Tomiyama’s lift coefficient T (12)
was used in the bubbly jet simulations presented herein. Vdij = TeVeilej-
Physically, turbulent dispersiofTD) is the result of the fluctu- The normal Reynolds stresses are modeled as:
ating component of the forces acting on the bubbles. In the sim- —F
plest case the turbulent diffusion force at a point is the ensemble Vit =CijK. (13)
average of the fluctuating component of the drag force on all thgie time constant of the turbulent eddies according to the k-
bubbles whose trajectories intersect that point. The kinetic equyaodel is:
tion obtained by Reeki3,4] describes the evolution of the prob-
ability density functionpdf) for the bubbles in phase space and so 7c=0.16%/e. 14
it implicitly has the information of the bubble trajectories in it.The diagonal components of diffusivity are obtained combining
The Eulerian two-fluid momentum equation for the bubbles igese three equations:
obtained from the ensemble-averaged first moment of the kinetic

(10

nother important effect influencing dispersion is eddy cross over.
It is characterized by the time scatg=\/|u,| [5,19], whereX is
the Eulerian length scale of the eddies. Estimating this length

equation. Assuming that the turbulence is homogenéthamigh Vdii=0'163:iik2/5' (15)

not necessarily isotropicand that the turbulence autocorrelatiorComparing this to th&— e model definition of turbulent diffusiv-

function follows the usual Markov law, ity ».=c,k? e, and assuming the Schmidt number is unity, one
_ — obtains thatc;;=c,/0.165=0.545. Thus, the transverse normal
Uc(X,0)uc(X,t) =ucuc exp(—t/7e), (8) Reynolds stresses are modeled as
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Fig. 2 Kinetic energy of the turbulence
Fig. 1 Average liquid velocity

proportional to the vorticity of the liquid flow and the turbulence
usu;=0.54% (16) diffusion force is proportional to the turbulence intenkitgince

so that the diffusivity of the bubbles matches the diffusivity o¥
momentum in th&— e model in the limit when the bubbles are so

small that they behave as trac¢ts. tion of the bubblegFig. 3). After inspection of the solution it was

3.2 Simulations. Case-l of the data of Suji8] was selected found that near the jet nozzle the drag fo(te., Eq.(6)) was too
to test the two-fluid model. This is the case with the lowest bubbf&nall compared to the dat&igs. 4 and b It is known that par-
flow rate and thus, the turbulence modulation by the bubblestisles in a turbulent fluid have significantly lower relative veloci-
negligible. The bubbly jet was injected vertically upward from 4ies compared to a still fluid. Brucato et 8] were able to cor-
5.08 mm nozzle into a still water tank. The bubbles had a diamet&fate their relative velocity data, as well as other’s, with:
of (1+0.11) mm. The inlet jet velocity was 1.65 m/s and the void
fraction was 2.4%. Mean and fluctuating properties of both phases Cp=Cp=
were measured using a LDA system while bubble concentration
was measured using flash photography. Data were measured at
x/D =24, 40, 60.

It was assumed that the mean flow is steady, axisymmetri~ g
incompressible and isothermal, and that both phases have cons
physical properties. The governing two-fluid model equation . — Model (C, = 0.288)
were solved numerically using the PHOENICS code. The equ /N —— Model wio extra dr
tions were discretized on a uniform cylindrical grid, 80 jet diam / \ Model WC _’é adrag
eters long and 20 jet diameters in diameter, using a finite volun / \ ——— Model (C, = 0)
procedure. The elliptic formulation implies that conditions at al / \ © Data
the boundaries, including the downstream one, need to be spe 2
fied. The boundary condition on the wall of the cylinder is the fre
stream conditior{i.e., the gradients of the velocities are 2ert
the top of the cylinder, the pressure is atmospheric and the bours
ary conditions at the inlet are specified from the known inflova
conditions. Preliminary simulations were performed to test fc
numerical convergence. The mesh spacing was halved repeate
until the solution stopped changing. Numerical convergence w1
achieved for an 8880 grid.

Another preliminary adjustment was performed because of ti
well known fact that the standakd- e model does not fit the data
for single-phase axisymmetric jets very closely. Sun and Fae
[11] modified one of the constants in the modg],, from 1.92 to
1.87. This correction has been applied in the present simulati
[5]. Figures 1 and 2 show the liquid velocity and turbulent kinetir 0
energy profiles at three axial positions. These results are ess 0.00 0.01 0.02 0.03 0.04
tially the same as the single-phase profiles because the void fr. r (m)
tion is very low. Therefore they do not reflect any effect due to
changes in the bubble interfacial forces. On the other hand thig. 3 Normalized void fraction with and without correction for
liquid field has a strong effect on these forces., the lift force is drag modulation by turbulence  (x/D=24)

(17

4/ Pb 3
1+8.76x1074
I
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here is good agreement between the simulation and the liquid
low data the interfacial forces may be assessed properly. The
model, described in Section 3, produced too much lateral migra-
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Fig. 4 Average bubble and liquid velocity  (x/D=8)

Fig. 6 Final normalized void fraction predictions

where the Kolmogorov length scale of the turbulence is defined i i o )
as: of the void fraction distribution predicted by the model and the

) data along the jet is satisfactory.
_ v3\ 14 It is important to note that once the relative velocity has been
A= el (18) corrected, the effect of lift becomes negligible. Figure 3 shows

. . . that the calculation results wit€, =0.288 and 0 are practically
The void fraction distribution is much closer to the data once thige same. This brings another point: the similarity between the

correction is performed. Figure 3 shows that the decrease of %sent results and those of Sun and F4éM. It has already
relative velocity has a significant effect in the drift of the bubble§een mentioned that our calculations use the samekthe

near the nozzle. Figure 4 shows that very near the nozd® ( model, and in general the same Eulerian formulation for the con-
—=8) the measured relative velocity is practically zero as predictgous phase. However, Sun and Faeth used a Lagrangian formu-
by Eq. (17). At x/D=24, Fig. 5, Eq.(17) predicts the relative |ation for the dispersed phase. The other difference is that they did
velocity correctly near the centerline but not so in the periphenyot consider the lift force, but since it is negligible, the results

As a consequence the radial dispersion of the bubbles is alggigate the assertion that the present Eulerian formulation is as
slightly underpredicted. Finally, Fig. 6 shows that the agreemegtc rate as the Lagrangian analysis.

4 Conclusions

Simulations of a bubbly jet for which the dominant forces on
bubbles are buoyancy, drag, turbulent dispersion and lift were
N ——- U, (model) conducted. In particular the turbulent dispersion correlation devel-
—-— Uy (w/o extra drag) oped by Lopez de Bertodari6] was successfully applied here.

o U, (data) It was found that at the jet entrance considerable modulation of
the drag coefficient by the turbulence exists. Once the model of
[9] is introduced to account for this modulation, good agreement
with data was found. Results are insensitive to the value of the lift
coefficient in the range, €C <0.29, where the upper bound
correspond to the correlation developed by Tomiyara). It
should be noted that the rigorously derived models for turbulent
dispersion are applied without any arbitrary constants, except for a
few simplifying assumptions discussed in the paper. Equation
(17), which is an empirical model, is the largest source of uncer-
tainty in these results.

0.6

~. —— u, {model)

:\. o U (data)

0.3

u (m/s)

0.2
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Introduction

Direct numerical simulations of two-phase fluids are very us
ful for complementing difficult experiments on the interaction
between turbulent flows and phase change at boundaries e.qg.,
vective condensation, boiling and electrochemical gas generati
There are several numerical methods to treat the interface of t
phase fluids, such as the VOF metHdd and the Front Tracking

An Improved Three-Dimensional
Level Set Method for Gas-Liquid
Two-Phase Flows

For the present study, we developed a three-dimensional numerical method based on the
level set method that is applicable to two-phase systems with high-density ratio. The
present solver for the Navier-Stokes equations was based on the projection method with a
non-staggered grid. We improved the treatment of the convection terms and the interpo-
lation method that was used to obtain the intermediate volume flux defined on the cell
faces. We also improved the solver for the pressure Poisson equations and the reinitial-
ization procedure of the level set function. It was shown that the present solver worked
very well even for a density ratio of the two fluids of 1:1000. We simulated the coales-
cence of two rising bubbles under gravity, and a gas bubble bursting at a free surface to
evaluate mass conservation for the present method. It was also shown that the volume
conservation (i.e., mass conservation) of bubbles was very good even after bubble
coalescence[DOI: 10.1115/1.1777232

cell faces and the solver for the pressure Poisson equation. There-
fore, to analyze two-phase systems, we improved the treatment of
%he convection terms and the interpolation method that was used
Yo obtain the intermediate volume flux defined on the cell faces.

SR also improved the solver for the pressure Poisson equations.
9% achieve mass conservation in two fluid systems, we also im-

VY)%ved the reinitialization procedure developed by Sussman et al.

method[2,3]. One useful method among these is the level sg%]'

method. The level set method is based on an Eulerian formulation

that describes the interface by the zero level of a Lipschitz-

continuous functiof4—11]. The interface is captured implicitty Numerical Method

on an Eulerian grid by the zero level set. Recently, the level set
method was used with the ghost fluid methidd®] to capture

sharp interfaces. There are many advantages to such a form
tion. However, the level set method has been applied mainly
two-dimensional, and two-dimensional axisymmetric problem
and little work has been done on three-dimensional problems fo

Basic Equations. The Navier-Stokes equations are written to
GRpsider variable density and viscosity of the fluid, which allows
(Eﬁnsideration of multiphase systems, and gives rise to sharp
ghanges in viscosity and density at interfaces. The governing
quations in the present study are:

two-phase flows with high-density ratio. In the three-dimensional

level set method, it is difficult to analyze two-phase fluids with %_
high-density ratio due to numerical instability near the interface. dx; -

0, 1)

Mass conservation of two fluid systems is another diffic{ity].

The overall objectives of this study are to develop a three-
dimensional numerical method based on the level set formulatiof

ﬁui (9 _ ﬂp aTi'j ﬂ(p
(<P)W+p(¢)a—xj(ujui)——(9—xi+ % 0K(<P)5(so)(9—xi

for two-phase systems with high-density ratio in curvilinear coor-

dinates, and improve mass conservation.

—p()gdi 3, @)

The present solver for the Navier-Stokes equations is basedv%'ere
the numerical scheme developed by Zang ef1d]. They used a
fractional step methodProjection Methogwith a non-staggered de

grid in which the volume flux is defined on its corresponding face
of the cell in addition to the Cartesian velocity components at the
cell center. This non-staggered grid was used to calculate the flow

[0 ﬁUj ﬁnj 19_)(|
7= (@) ,

S k=St n=ol, (@
(?Xj IXi ¢ 0’)XJ' ' |V§D| ©)

field in curvilinear coordinates with high accuracy and a SmaH/hereu is the velocity componenjp the densityp the pressure,

amount of memory.

o the surface tensiory the viscosity,g the gravitational accel-

~When we applied the above numerical method developed fgfation, 5 the delta function, and, ; the Kronecker’s delta. Grav-
single-phase incompressible flow to two-phase flow, serious iy acts in the—z direction. ¢ is the distance function from the
merical instability was found when the density ratio was high. Th@terface and is called the level set function. Before developing
main reason for the instability was the interpolation method fqpe code for two-phase flows, we developed the code for single-

*Corresponding author.

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division .

phase incompressible flows using the conservative form in which
the density was omitted. This was changed to the form of the
left-hand side of Eq(2) to extend the code to two-phase condi-
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xi=Lox/, u=Uou/, t=(Lo/Ugt’, p=p’'pUj,

p=pip’s p=mp',
and substituting these variables into HE), and dropping the [f2
primes, we have

6ui J _ é’p 1 ‘?Ti,j
P(@)W“‘P((P)a—xj(ujui)——&—xi+ Re %, U
- 1
1 de i3
—(WeK(@f?(sD)&—xi)—P(w)ﬁ-
4)

The dimensionless groups used above are the Reynolds num
the Weber number and the Froude number. These are given,
spectively, by

LoU LoUj U3
e=p|00, W:P|00 Fr= 0

R

I o Cglo’

wherelLy and U, are the characteristics length and velocity, re
spectively. The dimensionless density and viscosity are functi
of ¢ and are given, respectively, as

={\+(1-MH
ple)={A+(1=MH(e)}, ®) Fig. 1 Non-staggered grid.
wle)={n+(1-nH(e)}, (6)
where A=pq/p; and n=pugq/p,. H is a smoothed Heaviside
function and is written as A AXi
Up=J3"1—u, J*1=def(—). 10
0 if p<—¢ m ax; ! 3 (10)
1 ¢ 1 ) They used a non-staggered grid to discretize the governing equa-
H(p)= > 1+ P ;sm( mole) if —esepse tions. As is well known, solution methods for the incompressible
_ N-S equations based on a traditional non-staggered grid, in which
1 if o>e, all the variables are defined only at the cell center, produce spu-

rious oscillations in the pressure field, i.e., “checkerboard” pat-

¢ is the thickness of the interface and is taken taxbeh whereh ' ) -
is the grid spacinge is taken to be 2 in the present calculationt€MS[15]. One of the fundamental causes is that, in a traditional
The smoothed delta functiod(¢) is defined as H(g)/de. The hon-staggered grid, a straightforward discretization of the conti-

h ) nuity equation does not enforce mass conservation in the cell and
viscous terms are separated into two terms as causes decoupling of the pressure field. To prevent decoupling, in
1 gm 1 9 { ((?Ui auj)] the non-staggered grid, the volume flux is defined on its corre-

— = n(e sponding face of the cell in addition to the Cartesian velocity
components at the cell center as in Fig. 1. Therefore, both the
momentum and the continuity equations are enforced in the same
} control volume. Also, this non-staggered grid is useful in analysis
using curvilinear coordinates with high accuracy and a small
(7) amount of computer memory.
In the present two-phase code, we used the same non-staggered
grid. Although our present solver is written for the Cartesian co-
ordinate system with unequal spacing, to simplify the presentation

p(e) d%x;  p(@p) X

1 9 (aui) 1 9 (auj
= (@) 0% mie) 7% +Wﬂ_xj mie) 7%

ax; - ax;

The second term on the right-hand side of EQ. has non-zero
values only near the interface becaysés constant far from the

|nt_¢|e_:1facle. | set function is obtained b ving the followi of the discretized equation, the following formulation is restricted
equa(teiorive Set function 1S obtained by solving the 10llowing, yhe cartesian co-ordinate system with equal spacing. We also

useu; as the Cartesian velocity components &hdas the volume
P 0 flux (the velocity on the cell face in the Cartesian coordinetes
E+uj5=0. (8) distinguish both of them.
] We use a semi-implicit time-advancement scheme with the
Discretization. The present solver for the Navier-Stokeg‘dams-Bashforth method for the explicit terms and the Crank-
equations is based on the numerical scheme developed by zAfigeIson scheme for the implicit terms. A fractional step method
et al.[13] and Zang and Streél4]. Their solution method was (Projection Methotlis used to solve the N-S equations.
developed for the incompressible Navier-Stokes equations for!he discretized equations are written as:

single-phase flow in general curvilinear co-ordinates. The conti- SU.
nuity equation is, for example, transformed into a general curvi- WJZO‘ (12)
linear co-ordinate system in “strong conservation law” form as, i
U THARETH 1
—"=o, ) —x¢ —3(CIDE)— 5 (CT T+ DE H+R(p™ )
&m
- ; i 1
\t/)v;lerem— 1,2,3, the volume fluXJ,, and the Jacobiah are given n E(Dl(uir]+l+ ur) + Fin+1 ’ (12)
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where 6/ 5x; denotes the discrete finite difference operator, super- 1/ 1 g r—yntl 1 gyt

spripts represent the time step, is the cor_lvection terni; _is the Ri(yp"h=— 7| onrt ' Ax e T HlAX_ '
discrete operator for the pressure gradient terms Rpdis the Pi-112 i Pi+12 i
explicitly treated viscous terms arid, is the discrete operator (19)

representing the implicitly treated viscous terfasjs the sum of \When we use the standard central difference:
the surface tension term and the gravity te@, R;, D, andDg;

are given, respectively by i1 1y o,
Ri(¢"" =~ 571 Ax , (20)
) 1 ) Pi X
Ci=— = (Uju), R=———{—-], - - : o is hi
OX; ple)\ 8% numerical oscillations occur when the density ratio is high al-

though the Eqs(19) and (20) are identical with each other if the
)] density is constant. After correcting stép4) the volume flux on

1 B [
2l
' p(¢)Re dx; OX; the cell face £U!"*Y) is updated with

1 o ou n+1 n+1 n+1
= _ Sy At i — ¢
Oci= | 4| 5| N L
| i+ |
Application of the fractional step method to H42) leads to the (21)

following predictor-corrector solution procedure. . . . '
ap P where U is the intermediate volume flux defined on the cell

1.Predictor faces. The discretization with E(R1) is consistent with Eg(19).
At 3 1 To calculateU; , the value ofu” which is defined at the cell
(l - ?D|)(ui* —ui”)=At[§(Ci“+ Dg)— E(Ci”’l+ DEY)  center is interpolated onto cell faces with a third-order quadratic

upwind interpolation scheme similar to that used in QUIIK].
However, as shown in a later section, when we Ugeto deter-
) (13)  mine the flow direction in the upwind interpolation, numerical
oscillations occur when the density ratio of the two fluids is high
2.Corrector and surface tension is considered. To avoid this problem, we use
Mt = AR (), (14) the following velocity to determine the flow direction on the cell

. . . ) ) . . faces inside the interface for the upwind interpolation scheme:
wherel is the identity matrix andi’ is called the intermediate

+D,(uM+FP*?

velocity. The variablay is related to the pressupeas ~ At St
y. ay p e AU =— —| o101 @ (22)
( At ) p OX;
Ri(p)=|1——=D,|Ri(¢), 15 ~ L .
(P) 2! 2 (15) AU, is regarded as the velocity increase induced by the pressure

gradient due to the surface tension. The flow direction outside the

hereaftery is referred as the ‘pressure.’ : . . ; -
4 P interface is determined from the direction of the volume flux at

We discretize the convection terr@s using the 2nd-order ENO

schemd 8]. t=t" on the cell faces.
The first viscous term of the RHS of Eq7) is discretized ~ Beforeuf'"* can be obtained from Eq14) or U'"* from Eq.
implicitly using the Crank-Nicolson scheme as: (21), we need to solves"** from the following pressure Poisson
equations:
1 9 au; 111 & . fouf
_— — | === —_— 1 *
p(@) 9% m(e) a2 e | M e B B P (23)
n &(] anrl 6)(] At 5XJ '
16 oul
+ pLir M”(g) H (16)  The LHS of Eq.(23) is discretized as
i i
On the other hand, the second term of the RHS of &q.is s 1 syt 1 e
discretized explicitly. Second-order central differences are used to gj p" T ox; ~Ax pinrlJ}ZJ i AX
calculate viscous terms. It should be noted that we can olptgin ’
and u at timet=t"*1 by solving Eq.(8) before calculating the e L L Ary
N-S equations. - P Ax
The surface tension terms are discretized ugirat=t""1 as: -2k
1 1 Ml bl
dg 5(pn+1 +_( i,j+1k i,j.k
-  ~ ntlon+l 7 n+i
o(0) ak(¢)d(e) ﬂXi)_pm—l o S o%; ) (17) Ay Pij+ 12k Ay
. . n+1 n+1
Second-order central differences are used for the surface tension Y ki
terms. P 1k Ay
Equation(13) is solved with the approximate factorization tech- ' . .
nique in WhiCh the LHS of Eq(13) is factorized into the tridiago- 1 ( 1 bijke1— ik
nal matrices as AzZ\ plf i Az
At At At n+1 n+1
-5 -5 - = F—ul 1 ijk— k-1
(' le) ! 2D2)(' 2D3)(”' ) e 2
Pijk-1/2 z
=RHS of (13), (18)

Equation(23) is solved using the preconditioned BiCGSTABI-
whereD, (k=1,2,3) is the discrete one-dimensional diagonal vissonjugate Gradient Stabilizedhethod[16,17]. We used ILU de-

cous operator an®,=D;+D,+Dj. compositiondgL is lower triangular and U is upper trianguldor

To update the velocity components at the cell center, the preéke preconditioning. This solver works well for the two fluids with
sure gradient in Eq(14) is discretized as high-density ratio even though the density ratio is 1:10000. When
580 / Vol. 126, JULY 2004 Transactions of the ASME
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we previously applied the multigrid method for the pressure Pois-gk*! at **1=(k+1)Ar is obtained from the following
son solver, the iteration did not converge when the density Katioalgorithm[8]:
was less than about 0.0%8].

The level set equation in Eq8) was also solved with the
Adams-Bashforth method. The convection terms were discretized gkti=gk+1i4 TTIA, i k(akﬂ)f((p), (30)
with the 2nd-order ENO scheme. -

Reinitialization. When we solve the level set equation nu- j H’(¢)L(ak*1)dﬂi,j'k

merically, the value ofp may be diffused by numerical viscosity ~ KT Qi k

and distorted by the flow field. To avoid this problem, we have to Ajjud™ ) =—

construct a new distance function by solving a “reinitialization j H' (@) f(@)dQ;  «

equation.” The reinitialization of the level set method is important Qi jk

in order to maintaing as a true distance function, i. &V ¢|=1 - -

nearo=0. This is necessary because of the way the density, vis- L h=(d“ =)/, (32)

cosity and surface tension are incorporated near the interface. We . ~r1 .

have improved the reinitialization in order to apply a three\\f/\"i1eregp de_notes the |nk|Eri1I_vaIue ad andd™ * denotes the dis-
nce functiord at 7= 7" in the Runge-Kutta procedure of Eq.

dimensional mesh with unequal spacing. We solve the followi . . .
: ; ; 5) without the constraint term. We used the trapezoid method
equation with constraintis3] ) . . h :
for the integral in Eq.(31). For the two-dimensional case with
equal spacing, the integral in cell is given by

; €I

ad
525(40)(1*|Vd|)+Ai,j,kf(ﬁo)zL(QD,d)+Ai,j,kf(<P),

h2
(25) j AdQ; ;= a{Ai—l,j—1+Ai—1,j+l+Ai+l,j—1+Ai+1,j+l
with the initial conditions Qi
FO6(A _1jTA 1 jTA 1T A 1)+ 36A ).
d(X,7=0)=(X), (26) (33)
whereS(¢) is a sign functionA, ;  is given as When we applied this procedure for the bubble merger problem
in a later section, about 7% mass was lost. To recover the mass,

we add a multiplier of the order of one to the constraint term, and
f H' (e)L(¢,d)dQ;  « we solve the following equation:
Ajj=— it , 27)
f H’((P)f(go)dQI,J,k dk+l:ak+l+CTk+lAi i k(ak+1)f(¢), (34)
2ijk g
H' (©)=dH/do, 28) where c is a multiplier of the order one. In the reinitialization

procedure, whether the mass increases or decreases in a given cell
f(e)=H'(¢)|Vel, (29) depends on the interface behavior before modification by the con-

] ] ] ) straint. In the present code, therefore, we check whether the mass
where(); ;  is the grid cell. The last term in Eq25) is used to jncreases or decreases due to the constraint in each time step.
keep the bubble volume constant during the reinitialization procgince mass increase or decrease due to the reinitialization is de-
dure. We used the same expressionffas that used in Sussmanpendent on the shape of the interface, and the constraint works to
et al.[8]. Since|V¢| is nearly equal to 1 near the interface, thgecover mass, a wrong multiplier may increase or decrease mass
difference between the result obtained by udifg) =H'(¢) and too much. In general, if mass is lost during the reinitialization
that obtained by usinf(¢) =H’(¢)|V ¢| may be small. As far as without constraint, then the constraint acts so as to increase mass.
we checked, both expressions gave almost the same results. O¥ethe other hand, if mass is gained during the reinitialization
solve Eq.(25) until the |Vd|=1 near the interface and then re-without constraint, then the constraint acts so as to decrease mass.
placeo(X) by thed(%, 752 when Eq.(25) converges near the Using this characteristic, we determine the multiplier. Wenbgt,
interface for the next time step of E(B). In the present calcula- and m,,,. to be the mass with constraint and without constraint,
tion, the convection term in Eq25) is discretized using a 2nd- respectively. We definém.=m,,.—m,,,.. We also defineSm.,
order ENO scheme. The 2nd-order Runge-Kutta method is usedsm,,.—m, wherem, is the actual mass. The multiplieris ob-
order to advance in. tained from

¢, If dm:=0 and ém.,<0 or if ém.<0 and ém.,>0 3
- , _ 5
¢ Cco if ém.=0 and ém. =0 or if ém.<0 and ém.,<0, (35)

wherec, is taken to be 1.0 in the present calculatiop.is taken We continue the above iteration until the following criterion is
to be 1.05 and 1.08 for the bubble merger and bubble burstiggtisfied:

problems, respectively. We need a larger valuecdb recover

larger mass. For the bubble bursting problem, wecget1.08 to

recover larger mass than that for the bubble merger problem. The E |dk+2— gk

value of ¢, is currently determined from experience, though an |d¥<e 5

adaptive algorithm is under development. E= T<:’3A7h ' (36)
Journal of Fluids Engineering JULY 2004, Vol. 126 / 581
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Fig. 2 Influence of density ratio on the pressure distribution:
(a) 51X51X51 mesh, (b) 102X102X 102 mesh. 2.5 T T T T T
-25-2-15-1-050 05 1 15 2 25
whereM is the number of grid points whetd“|<e andh is the X
grid spacing,8 andA 7 are taken to be 0.1 and Otbrespectively.
Numerical Results and Discussion
Some Numerical Tests. We tested the present solver for some
simple problems. Figure 2 shows the influence of the density ratio
on the pressure Poisson equations. Test conditions follow. A
spherical bubble with unit radius is at rest in th&4x4 cubic
box. No-slip boundary conditions are applied to every side of the
cube. We set Re50, We=1 and Fe=0. Therefore, the actual
pressure jump at the interface is 2. The time intevais taken to N
be 0.002. Figure 2 is the pressure distributiontatAt. Solid
lines, dashed lines, dashed lines with one dot and dotted lines
denote the results when the density rakie-pq/p;=0.1, 0.01,
0.001 and 0.0001, respectively. We usedk&llX 51 mesh with —
equal spacing in Fig. (@) and 102 102x 102 mesh with equal o e I
spacing in Fig. tb), respectively. As the density ratio becomes od T/ —
small in the coarse grid, an undershoot is found near the interface.
However, even though the density ratio is 1:10000, the error of the 2.5 T T T T T T T
pressure jump is less than about 8%. The finer the mesh becomes,
the smaller the undershoot becomes. In Fitp),2he error is less -25-2-1.5-1-050 05 1 1.5 2 2.5
than 5% when the density ratio is 1:10000. X

Figure 3 shows the influence of the interpolation method for the

intermediate volume flux. Test conditions are the same as FigFig. 3 Influence of interpolation for intermediate volume flux

except for Fe=1. The pressure contour &t 0.2 is shown in Fig. on pressure fields (pressure distribution: Re =50, We=1, Fr
3. We used 3rd-order upwind quadratic interpolation in ever¢1, A=0.001): (a) use U” with 51 X51X51 mesh, (b) use Eq.
case. However, in Fig.(d) the flow direction on the cell faces Eﬁ%) with 51 X51X51 mesh, (¢) use Eq. (22) with 102 X102
inside the interface is evaluated with the veloditglume flux on 02 mesh.
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Fig. 5 Volume conservation for two rising bubbles.

aboutt=1.6 and then the upper bubble becomes saucer-shaped.
At aboutt=5.6, they merge because the vortex flow created by
the upper bubble accelerates the rise velocity of the lower bubble.
After coalescence, a depression is found at the bottom surface of
the merged bubble.

Time histories of the voluméor mas$ of two bubbles are
shown in Fig. 5. We compare the influence of the multiptian
Eq. (34) for the reinitialization procedure, on mass conservation.
The volume of bubbles are defined by

V(t):f f f(l—H)dxdydz. (37)

Solid lines, dotted lines and dashed line with one dot correspond
to c;=1.05,c,=1.03 andc, =1, respectively. Wher,=1, mass

is lost gradually and the final mass becomes about 7% smaller
than the initial mass. Wheey, = 1.03, mass conservation is better
than whenc,=1. In this case, the mass is lost slightly when the
distance between the two bubbles becomes short and they merge
with each other. The maximum error at that time is about 0.25%.

e

—— — e =] = Whenc,=1.05, mass conservation is very good.
‘ N Figures 6a) and 8b) show the relative error of bubble volume,
Fig. 4 Merger of two rising bubbles. (V(t)—V(0))/V(0)X 100, whenc,=1.05 andc,=1.08, respec-

tively. Mass conservation is very good in both cagi® maxi-
mum error is less than about 0.013%he result forc;=1.05 is

cell faces at the previous time step (). While in Fig. 3b) and Slightly better than that foc,=1.08 although both results are

Fig. 3(c), the flow direction on the cell faces is evaluated with EACCEPLable. N . .
(2%).3£s) evident from Fig. &), serious pressure oscillations apc]a Since the numerical diffusion of the advection terms in the level

: : : t equation may affect the mass conservation of bubbles, we
pear when using the volume flux at the previous time step. On tRE . .
other hand, the numerical oscillations diminish when we evaluat@mpare the_ res_ults ob_talned by using the 2nd-_order ENO scheme
whenc,;=1 in Fig. 5 with those obtained by using the 3rd-order

the flow direction with Bq.(22). This may be because that theENO scheme. As shown in Fig. 7, although the usage of 3rd-order

flow direction of the intermediate volume flux is different from O sch . tion. the i i ‘
the previous time step because the intermediate volume flux 5O sc eme Improves mass conservation, the Improvement IS no
ugh. This suggests that our treatment for mass conservation is

accelerated by the pressure gradient due to the surface tens :ded houah the hiah q h ; d
Using the finer mesh, the interface is captured more sharply, afigEded even though the higher order scheme s used. .
ussman and Smerekd] simulated some experiments for ris-

the numerical oscillations do not appear. ing bubbles by Hnat and Buckmastgt9] using the level set
Merger of Two Rising Bubbles. We simulated bubble coa- method and obtained different steady state solutions depending on
lescence when two bubbles rise in a liquid due to buoyancy. Teke different initial conditions. Hnat and Buckmaster used a very
conditions are as follows: the computational domain is>44 large tank(150 cm in diametex 150 cm in heightto eliminate
X 12 (—2=x=<2, —2=<y=<2, —6=<2z=<6) rectangular box. Two wall effects, while the typical bubble radius used in the experi-
spherical bubbles with unit radius are initially located &fy(z) = ments was about 1 cm. Although the influence of the initial con-
=(0.25,0;-4.5) and &,y,z) =(—0.25,0;-2.3), respectively. We ditions on bubble shape is an interesting problem, it is difficult to
use 51X 51x 153 mesh with equal spacing. No-slip boundary corsimulate their experiments correctly with the present code because
ditions are used on the every side of the box. We set®¥ the computational region becomes too wide. After implementing
We=1.25 and F+= 1. The density ratio, the viscosity ratio, aad far-field boundary conditions in the present code, we will compare
are taken to be 0.001, 0.01816 and 0.001, respectively. The mille numerical results with the experiments by Hnat and Buckmas-
tiplier ¢, in Eq. (35) is taken to be 1.05. ter, and investigate the influence of initial conditions on the
As evident from Fig. 4, both bubbles assume a cap-like shapebatbble shape in future work.
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0
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0 1' 2' 3,' nlt 5' 6I 7' 3 boundary conditions in both th& and y directions. No-slip
boundary conditions are used in tle direction. We set Re
t =474, We=1 and F=0.64. The density ratio\,, the viscosity
ratio » and the multiplierc, are taken to be 0.001, 0.01 and 1.08,
respectively. As shown in Fig. 8, the liquid jet starts to break up
into a drop at=1.68.
To check the volume conservation of the calculation, we define
Gas Bubble Bursting at a Free Surface. We also simulated the following volume:
the problem of a gas bubble rising to the free surface of a liquid.
Figure 8 shows the evolution of a liquid jet resulting from the V() =V(t) = Vg, (38)
submerged gas bubble. The computational domain isx& 6 whereV(t) is the volume of the gas phase in the whole compu-
X12 (-3=x=3, —3=<y=3, —6=z=6) rectangular box. The tational region that is obtained from E@7) andV, is the initial
mesh is 6 60X 120 with equal spacing. A spherical bubble withyolume of the gas over the free surface that }$6x 8=288 in
unit radius is released below the free surface. The initial bubbige present calculation. Thereforé,(t) denotes the volume of
center is located atx(y,z)=(0,0,-3.2). We used periodic the submerged bubble. The time history\f(t)/V,(0) is shown
in Fig. 9. As evident in Fig. 9, mass conservation is good. The

e
=
=
oo

| I tll.\

Fig. 8 Evolution of a liquid jet resulting from the submerged
gas bubble.

(V(D-V(0))/V(0)*100 [%]

Fig. 6 Relative error of bubble volume for two rising bubbles.

1.1 7
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Fig. 7 Influence of numerical diffusion on the volume conser- Fig. 9 Volume conservation for the gas bubble bursting at a

vation for two rising bubbles. free surface.
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maximum error is about 0.6% in the present calculation. We may
need to use a finer mesh to resolve the details of the drop.

Conclusions

T >/~ x

We have developed a numerical method for the threef1,€2,€3

dimensional two-phase flows with unequal spacing based on the
level set method. To analyze two-phase systems, we improved the
treatment of the convection terms, and the interpolation method
that was used to obtain the intermediate volume flux defined on
the cell faces. We also improved the solver for the pressure Pois-
son equations. To achieve mass conservation for two fluid sys-

0<6 99

= curvature

constraint

pglp1

viscosity

= curvilinear coordinates
density

surface tension

= viscous stress or iteration time
= level set function(distance function
= pressure

= grid cell

tems, we also improved the reinitialization procedure develop&libscripts

by Sussman et a8]. It was shown that the present solver worked
very well even though the density ratio of the two fluids was
1:1000. We succeeded in simulating the merger of two rlsmg

bubble and the bursting of a submerged gas bubble with godd '

mass conservation.

Nomenclature

bubble
gas
grid locations inx, y, z directions

= liquid
Superscripts

k = iteration level
C; = convection term n = time Ieve_l
¢, ¢;, ¢, = multiplier for the constraint term * o= intermediate level
Dg; = explicitly treated viscous terms " = dimensionless quantities
D, = discrete operator for the implicitly treated viscous
terms References
d = level set function(distance function [1] Hirt, C. W., and Nichols, B. D., 1981, “Volume of FIuitVOF) Method for the
E = function defined in Eq(36) Dynamics of Free Boundaries,” J. Comput. Phyg, pp. 201—225.
F; = sum of the surface tension term and the gravity [2] Unverdi, S. O., and Tryggvason, G., 1992, “A Front-Tracking Method for
term Viscous, Incompressible, Multi-fluid Flows,” J. Comput. PhyB00, pp. 25—
37.
Fr = Froude num_ber . [3] Juric, D., and Tryggvason, G., 1998, “Computations of Boiling Flows,” Int. J.
f = function defined in Eq(29) Multiphase Flow,24, pp. 387—410.
J = Jacobian [4] Osher, S., and Sethian, J. A., 1988, “Fronts Propagating with Curvature-
g = gravitational acceleration ggFnepnudter';thfg%d';é’kl%cznrit[;gs Based on Hamilton-Jacobi Formulations,” J.
H = H?a\”S'de_ function [5] Sussman, M., Smereka, P., and Osher, S., 1994, “A Level Set Approach for
h = grld spacing Computing Solutions to Incompressible Two-Phase Flow,” J. Comput. Phys.,
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L, = characteristics length [6] ilrjr?ssm?nFlmd ’e\lﬂr;%hS?ﬂelgs, ;6912231 Axisymmetric Free Boundary Prob-
B A ; K . . . —294.
M = number of grid points whergl"| <& [7] Son, G., and Dhir, V. K., 1998, “Numerical Simulation of Film Boiling Near
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t = time [12] Fedkiw, R. P. et al., 1999, “A Non-Oscillatory Eulerian Approach to Interfaces
U volume flux in Multimaterial Flows(The Ghost Fluid Methox” . Comput. Phys.152 pp.
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- Hill/Hemisphere.
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« = parameter fok: [17] Fujino, S., and Zhang, S.-L., 1996, “Mathematics of Iterative Methods,”
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The Characteristics-Based
Matching (CBM) Method for
Compressible Flow With Moving
Boundaries and Interfaces

Recently, Eulerian methods for capturing interfaces in multi-fluid problems become in-
creasingly popular. While these methods can effectively handle significant deformations of
interface, the treatment of the boundary conditions in certain classes of compressible
flows are known to produce nonphysical oscillations due to the radical change in equation
of state across the material interface. One promising recent development to overcome
these problems is the Ghost Fluid Method (GFM). The present study initiates a new
methodology for boundary condition capturing in multifluid compressible flows. The
method, named Characteristics-Based Matching (CBM), capitalizes on recent develop-
ments of the level set method and related techniques, i.e., PDE-based re-initialization and
extrapolation, and the Ghost Fluid Method (GFM). Specifically, the CBM utilizes the level
set function to capture interface position and a GFM-like strategy to tag computational

nodes. In difference to the GFM method, which employs a boundary condition capturing
in primitive variables, the CBM method implements boundary conditions based on a
characteristic decomposition in the direction normal to the boundary. In this way over-

specification of boundary conditions is avoided and we believe so will be spurious oscil-
lations. In this paper, we treat (moving or stationary) fluid-solid interfaces and present

numerical results for a select set of test cases. Extension to fluid-fluid interfaces will be
presented in a subsequent papgbOIl: 10.1115/1.1778713

One possible remedy for this problem is to apply algorithms
pich prevent excessive numerical smearing. These include front

simulation of compressible fluid dynamics is due to Godufidy racking (e.g.,[7]) and front capturing{e.g.,_the Ieyel set method
The Godunov's method and its recent high-order-accurate extefil- Other methods for effective description of interface are de-

sions(see[2] for a review incorporate a Riemann problem solu-V€!0Ped IN[9] (immersed Boundary Method 10,11 (Volume-of-

tion into the numerical procedure for integration of conservatielUid: VOF) and[12]. All these methods can be grouped into the
equations of gas dynamics, allowing to construct accurate aﬁl@_s_s of Eulerian m_ethods for interface evolution description,
robust weak solutions. Within this approach, all fluid discontinuiefiginated from the pioneer Marker-and-CMAC) method[13].
ties(i.e., shocks and contact linesre numerically smeared over aUsing the.se methods, the mterfage is re.-sharpened gach time step,
few computational nodes, due to the numerical diffusion embe@td special boundary treatment is applied near the inteffee
ded naturally into the scheme. While capturing of shock wavesligl and[6]). However, the numerical errors of the Godunov-based
relatively simple, due to the natural self-sharpening mechanigfscontinuity capturing schemes interfere with boundary condition
attributed to the physics of shocks, descriptiorcohtact discon- treatment, generating over- or under-heating numerical errors. In
tinuitiesis more difficult. The problem is especially challenging irthe case of moving boundaries, these numerical errors tend to
the case of contact discontinuity representingnalti-material accumulate and grow to unacceptable lej#fl]. One recent
boundary (interface) promising development to “cure” the above-mentioned problems,
A common approach in the computation of two-material conis the Ghost-Fluid MethodGFM) [6].
pressible flows is to define the concentration of one of the mate-The GFM method utilizes the level set method and related tech-
rials, say material one, to B¢ describing the fraction of the massnology to capture interface position. Then, an heuristic coupling
due to material one. Concentration of the material two is (lhoundary treatment is applied. This boundary treatment capital-
—Y), accordingly. Then, the advection equation fris con- izes on the notion that fluid's normal velocity and pressure are
structed and solved, allowing to “capture” a local state of multicontinuous across the interface, while material propeitaes,
material compressible flow. This approach is utilized in, 3], related to this, entropy, temperature ptare discontinuous. Spe-
and[4]. The major problem with this approach is attributed to theifically, the GFM simulation of two-material compressible flow
numerical smearing of the concentratidh which leads to the involves two sets of flow variable fields—one for each material.
formation of the layer of the ‘mixture fluid’, for which the equa-Then, based of the sign of the level set function, all computational
tion of state is unknown. A common treatment of the this layer igodes for each field are tagged on Ghost and Real nodes. The task
to specify aY-weighted mixture equation of state. This leads t@f the GFM boundary condition capturing is to properly populate
non-physical pressure oscillations near multi-material interface€gnost” nodes of each field. This is accomplished by copying
[3-6]. normal velocity and pressure from the locally Real fluid, while all
rest variablesi.e., entropy and tangential components of velgcity

Contributed by the Fluids Engineering Division for publication in ticeJBNAL are extrapolated from the Real to Ghost zones. Moreover, in order
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division ) !

May 27, 2003; revised manuscript received November 8, 2003. Associate EditBQ: limit over-heatlng_errors, the (_extrapolatlon of entropy !5 applled
M. J. Andrews. with some offset thickness, which allows to ‘chop’ a significant

1 Background and Motivation
One of the most popular and successful numerical methods
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portion of numerical errors in profiles of density/temperature p pu

around the interface. This is called “isobaric fik14]. pu P+ pu?
Effectively, the GFM applies boundary conditionsprnimitive -

variables for each fluid. It is known, that primitive-variable U=f pv |, F= puv

boundary treatment allows to eliminate pressure oscillations in pw puw

description of multi-material interfack$see[3—4]). In general, pe u(P+pe)

the GFM method produces excellent solutions for two-component @

y-gas flows. In some cases, however, the GFM scheme fails to

perform. For example, when it is applied for simulation of air-

water flows, the “direct primitive-variable” GFM coupling de- pv pW

scribed above does not produce stable solutjéd$ Since direct pou pWU

specification of pressure and normal velocity is prohibited by the > 2 -

S . . . G= P+ pv H= pWvU
characteristic properties of subsonic compressible fldgese ' 2
[16]), the GFM treatment involves over-specification of boundary pow P+pw
conditions and, related to this spurious pressure errors. While v(P+pe) w(P+pe)

these pressure errors are insignificant for soft fld&lg., y-gas,
they are detrimental in the presence of stiff fluigsg., water.

We believe that in order to properly treat interfaces with stiff
fluids, the boundary condition treatmeaind coupling must be Here, p, P, (u,v,w) ande are the fluid density, static pressure,
applied in characteristic variablesas is a common practice in velocity vector and total specific energy, respectively. We will
boundary treatment of single-phase compressible fluid dynamisnsidery-law gas, with equation of state=(y—1)pi, wherei
(see for review[16]). This motivated us to pursue the developis a specific internal energy.
ment of a characteristics-based boundary treatment—the
Characteristics-Based Matchif@BM) approact 17]. In this first
step, we treated the case of a stationary solid-fluid boundary. In
the present paper, we will focus on the CBM treatment of moving
fluid-solid boundaries. The full CBM treatment for fluid-fluid in- .
terfaces is presented elsewhere. 3 Numerical Approach

The paper is organized as follows. First, we describe the nu-3 1 ymersed Boundary and Types of Nodes. Consider a
merical method utilized. In particular, we outline the basic idea 0]‘

the CBM treatment at the immersed boundary, and describe dee-vel set” function [8] and[18]), defined in all computational

tails of the numerical implementation, i.e., the “Virtual Spac odes asa signed dlstapce to thg bOL,’“dﬁan ,.wher.e |nd|— .
Relaxation” (VSR) procedure and temporal and spatiaf©S[Nmiii,k| denote points of finite-difference discretization in
characteristics-based conservative finite-difference discretizatigftia! Spacesee below. For simplicity, we will consider uniform
(CBCFD) schemes. Next, we show performance of the CBI\Q”dS' Extension to adaptl\_/ely refined grld will be present_ed else-
method on several one-dimensional shock tube tests, with statiﬁ(fere_' Zero-level of the distance function represents an interface.
ary and moving fluid-solid interfaces; multi-dimensional shock/e Will consider it as ene-sided boundarpl7]; i.e., zer(()r;)level
tube tests; multi-dimensional complex-geometry tests and, final§gParates boundary and fictitious nod@e$iOST regiong ;i
multidimensional moving fluid-solid boundary test. <0) from the fluid node$REAL region,<p§ﬂq)yiyjyk)>0), Fig. 1. The

level set  function is either  fixed (stationary

one-sided boundayyor evolves in time (‘moving one-sided

boundary).

Based on the current value of the level set function, all compu-

2 Governing Equations tational nodes are “tagged” in four different groups:

We will consider a numerical solution of the following generic
system of hyperbolic conservation laws with arbitrary source
terms:

U [AU LG+ R L=StxU) (1) c_s

l / | | | |
x5 BH0ST ol —
<0 |

where t is time; r=(x,y,z) is a position-vector; U
=(Uq, ... ,US)T and (F,G,H) are the vector of the conservation
variables(CV) and the vector of physical fluxes ixy y and z
directions respectivelys is a total number of the cgnservation
variables. The Jacobian matricé&’=dF/9U, AY=4G/sU and

A@=gH/gU must havem real eigenvalues and a complete set of
eigenvectors. The vector of source ter8{s, x,U) is a function of

L |
time, space and conservation Vvariables, in the mos H l ']'k?g
general case. - - -~

As a particular example, we will operate wiuler equations ¢) > 0
for compressible fluid dynami¢extension to Navier-Stokes equa-
tions is straightforward, sgd.7]). In this case3(t,x,U)=0; and
the vectors of the conservation variables and fluxes are:

[ Immersed Boundary
(zero-level set, ¢=0)

T T T

)
N

1t is also known that the theory of weak solutions for non-conservative formula: |
tion is not well-established. Therefore, the best strategy would be to combine «
conservative method for computational nodes located away from the interface with . )
non-conservative method near interfdeeg.,[5]), simultaneously reducing thus both Fig. 1 On the formulation of the one-sided boundary of the
pressure oscillations and conservation errors. CBM treatment
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1. REAL nodes(RNs). These are nodes in Whi&hEﬁq’ijkPO, a stencil of the backward difference formula for physical time
Fig. 1. Numerical solution at RNs is obtained using théiscretization(see below. Note, that we choose the first-order-

Characteristics-Based Conservative Finite Difference (CBCFD¥ccurate Euler scheme for virtual timediscretization, since we
method (see are interested in a-steady-state. In this respect, it is instructive to

below). note similarity between the VSR and the method of artificial com-
2. BOUNDARY LAYER nodes(BLNs). These nodes are lo- Pressibility (AC), widely used for simulation of incompressible
cated at Zer0_|eve|¢gnm)ijk):0) or in the GHOST region, in the fluid flows [19]—in both methods, the “dual time stepping” is

vicinity of the zero-level used. . . .
y During each round of the VS-relaxation, the pseudo-time step is

dynamically chosen based on the CFL limit in virtual space as
cpm])yiﬂ'jvkgo or A7= o, min[At;Ah/\ 5], WwhereAt and Ah=max{ Ax,Ay,Az] are
M <0  and M. =0 or the physical time and space steps, whilg,, is the maximum
Pimijky (P}nm)"”‘l’k)>o ' characteristic speeceigenvalug corresponding to the Jacobian
Plmijk=1)= matrices of the flux term§F],, [G], and[H],. In all calcula-
tions presented here, we utilizedCFL numbero,=0.4.

Fig. 1. A solution in BLNs is obtained/imposed using a Each round of the VS-relaxation is terminated when the follow-
Characteristics-Based MatchingCBM) approach(see below, ing convergence criterium is achieVg@o]:

which utilizes the level set function, the solution from the RNs

(“one-sided”-“from-inside” treatmen} and boundary conditions AU < 5)

to be imposed. Each BLN is tagged to indicate what kind of -

Z?Cu)ndary it represent®.g., “slip,” “pressure,” “non-reflection, WhereAU:ma{UE”m)vivjvk)—Ugnm]ﬂ)]@; D is the whole discrete

3. GHOST LAYER nodesGLN). These nodes are located inlmijkl d0main;Unomis a vector of the normalization conservative

the GHOST region and they are within the stencil-range of tHgrables. For normalization of density and total energy, we uti-

RNs and BLNs: [—Ah-(st+2)<¢{M. . <0], where Ah 1z8d [ Unomls =Min[plg and[ Unomls=minlpelo ; while the nor-

— MAX( Ax,Ay Az) is a grid scale(Pthék)st is’a stencil of theVmallzatﬁlon parameter for momentum was set to 1. A tolerance

—VIAA A& AT, . . ' g ector€ was typically set t¢g10 7,107,210 7,107,210 "]". With

gfzn;efgiaél\fé?iwg \;\J/tllflﬁggst}%efngse alrzt oordﬁlratsec dh?nm:\/\?;dthis level of tolerance, the procedure typically converged in 25-30
: pop y’}Sirtual time steps. Setting tolerance to the level of 10the con-

which would create a minimum effect on the solution in RNs an ; . . .
BLNS. vergence can be achieved in 5—7 steps. Moreover, even with this

4. UNUSED nodes. These are all other nodes in the GHOé‘%W level of t(_)lerance, the VSR-based solution is found to be
region. comparable ywth the RK-TVD-based scheme.
The VSR is found to be always convergent #steady-state,
Each time the level set function changes, as in the case ob@cause this state ishyperbolic. This is different from similar
moving boundary, all computational nodes are re-tagged. methods of artificial compressibilityAC), widely utilized in the
case of incompressible fluids, for whietsteady-state is elliptic—
and there is no complete convergence, since there are always
leftovers—"artificial compressibility” pressure waves, the level
f which corresponds to the chosen numerical Mach nurtgr

: ; ; ; ; cvergeo hile the above argument is rather intuitive and, at the moment, it

equations(1) in physical four-dimensional spade;x;y;z} into h e . '

the system of equations in “virtual” five-dimensional spac an be backed-up onIy_by our prag:tncal experience with the
SR—we hope to prove it rigorously in future.

(on n & dlscrce form. wo wil consider ine 1lowing system of Apparent disadvantage ofthe VSF: time dscretizaton rlatvely
PDE equations: o the epr|C|t schemeslls that.eac.h physical time step is more
computationally expensive, which is a common feature for all
. . . implicit schemes. The major advantage of the VSR coupled with
U+ U+ [ AU+ [GU) ], +[H(U)],=0 (3) CBM—is that it allows to eliminate “small cell” problems, which
otherwise would dwindle simulation time step due to the restric-
This modification does not change the type of equations, i.e., thée CFL condition on physical time. Note, that in VSR we utilize
system(g) is T.hyperboﬁcy since the Origina| system E@_) is CFL restriction in7 but not in physical timet. We will discuss
t-hyperbolic. other pros of the VSR-based scheme later throughout the text.
Next, Eq.(3) can be written in the following discrete finite- More about advantages of the VSR are presentd@Gh
difference form:

Unor

3.2 Virtual Space Relaxation(VSR). In the present paper,
we will utilize an implicit time discretization strategy, which is
based on relaxation in virtual space defined as follows.

A new dimension is added, transforming the original set

3.3 Physical Space Discretization. To discretize the con-
servative flux terms of the system of governing equati@)sat

[Ugr‘m)ij ot the computational nodgnijiy], we employ a ‘Characteristics-
+|:j§(r;)'.'. ] Based Conservative Finite-Differeric€BCFD approach[21].
uineh g = —Ar ﬁ((r’:;v'vlvk) X (4) Following Shu and Oshéli22], the numerical flux functions can
(mido = miik +lGmiinly be defined as
+[H2nm)ijk)]z ) —
p (m,i+1/2,jK T (m,i—1/2,j,k)
[fznm),i,j,k)]xz B TS L o(AX?)

- - - X . . —X i .
where [UR 0T, [ T, (G50, and [H{D 1, are (m,i+ 172k~ X(m,i- 172,k

point values of the backward-difference approximation of the time

R G —¢m

derivative and numerical flux functions in three spatial dimen- [Qﬁnm)vi,j’w]y: (m"’lﬂlz’k)_ (1) 12k +0(Ay?) (6)
sions, correspondinglisee below. Yimij+12)0 ™ Y(mij-12K

At each physical time step, . m+1], we would seek the steady- R Hfﬂq) ke 12— HEnm) k112
state solution in virtual spacgr;t;x;y;z}. Projection of this so- [HEnm),i,j,k)]Z: = L +0O(AZ?)
lution into the spacét;x;y;z} is our physical solution. After each Zmijk+12) T Zmijk-1/2)
round of relaxation in virtual time, all relevant discrete physical
valuesWV are shifted aspl—l,i,j,k:\l,l,i,j,k s l=n-st 4 where S(tis °More rigorous convergence criteria, basedlon and L,-norms of errors, are

----- developed in21].
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wherea is a “target” accuracy of the scheme; whilg, i+ 172 »

3.4 Physical Time Discretization.

In the frame of the VSR-

G(m,jj=x12k andHmijk+1/2 ,» are the numerical fluxes at the edgedased strategy, physical time can be treated in a similar fashion as
of the computational cell, evaluated by the high-order-accurgbdysical space dimensions, i.e., the numerical time flux function

characteristics-based upwind-differencing. Detail discussions @dn be defined as
the characteristic decomposition and upwinding can be found in
[17,21,23.

In the present study, we will utilize) the WENG, scheme for

(m
extrapolation of point values of flow variables to the cell edges, Ui+ 12

(n)
U(m—l/z,i,j,k)

(n) _
[U(m,i,j,k)]t—

+O(At?) @)

(e.g., [Um|+s k)_’UErr:?Hl/Z,j,k]S:—Z

..... ); b) use Roe-Average

tem+ 12,0 — Tm—1/2,i,k)

(RA) approach for construction of the characteristic-

decomposition-matrix; anda) Local-Lax-Friedrichs(LLF) and

WENGO; scheme for evaluation of fluxes in characteristic space. The characteristic speed is 1, which means that we need to
Correspondingly, the scheme will be denoted astilize backward difference scheme for extrapolation to the cell
VSR, /IWENOs/LLFRa, Where “sb” is the order of scheme for edges. We will use the following three time discretization
physical time discretizatiofsee below. schemes:

The 1st-order
Piecewise- —U(R, 115,510 = Ul T O(AD)
Constant

The 2nd-order

Piecewise- — U1, 101 0=
Linear

The 3rd-order

~ Piecewise- — U, 151i10=
Parabolic

3U§rr:1),i,j,k) - Ugrr:\)— 1,i,j,k)
2

+0O(At?) 8)

(n) _ (n) (n)
15U(m,i,j,k) 10U(m—1,i,j,k)+3U(m—2,i,j,k)

3
. +O(A?)

In order to prevent Gibbs-phenomenon attributed to the highharacteristic-decomposition-based boundary treatment of com-
order-schemes, we will apply geometrical limiter, implemented gwessible fluid(see, e.g.[16]); and make use of the level set
follows. The high-order-accurate “correction vector” can be writfunction to extend it to multiple dimensions.
ten as:

3.5.1 “Normal” Coordinate System. Within the level set for-
mulation, it is straightforward to define a normal vector as:
SU=UR), 12150~ Ylniino ©) 9
Next, each component of the correction vector is limited as N= Vol | =(éx,éy.&2) (13)
|ou|, It is instructive to note that the level set function is defined in such
SUt=S-ma O,min (10) a way, so the unit norma\ is pointing from the GHOST to the

5 (U(m i,j.k) UE%)fl,i,j,k

REAL zones, Fig. 1.

Next, we define two tangential planes as follows:
for the 2nd-order scheme; and as

[ ( |8U, )]
X
5 VUl U1 GNs BLINs 1S 5
SUt=S-max 0,min K(U(”)-- _un (11) /\m . 4{\ O_’
4 (m,i,j,k) (m—2,i,j,kr
X
SR CEe ‘- o e
for the 3rd-order scheme. In Eq910) and (11) above, teristi .
S=Sign(8U) andy is a limiting parameter, which was set to 1/2 in II::.xfIhara::ﬁ:: 1 }.I%,CBM IE_B—C\F?
the present study. rapo ol 7 IN,
Finally, the ‘limited time-cell-edge high-order-accurate terms P |/ >
can be expressed as 7 < { <Z
p BC i’“ = \our
U(m+1/2|]k UEnm>,i,j,k)+ Ssut (12) T\ <::g \\_//<
3.5 Characteristics-Based MatchinglCBM). The purpose ‘\\\_Eni,f (//c;m“;;;\)
of the characteristics-based matchi(@BM) is to “infuse” the o waves 7

desirable set of boundary conditions at the BLNs, see Figs. 1 and

2. The approach is based on the well-known one-dimensional Fig. 2 On treatment of the RNs, BLNs and GNs

Journal of Fluids Engineering JULY 2004, Vol. 126 / 589

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[ Nx(1,00)  (0.&,-¢,)
_ - if £,<§,.¢
7 Nx(1,00) e+ ’
NX(0,10)  (~£.04)
17y = = = —_— lf §y<§x7§:
INX(0,1,0)] e+
7- NX(0,0,1) (£, —£.0)
) =N i E<g g
| INx©on] a+g |
S (14)

and
T":(gmgyygz):ﬁxﬁv

:(gyﬂz_gznyagznx_§x7I21§x77y_§y7]x) (15)
Thus, knowing a signed distance functi@mlevel set at each

computational node, we can transform our Cartesian coordinate

system into a new local coordinate systémwe will call it “nor-

U*=[p,P,V,,V, V" (23)

The governing equations for NPU$* can be expressed as

- -

—— —— ———
]Pfl[U] Normal flux: Transverse fluxes and sources:
PIUEU), PN H[E(0)], AU -S)

(24)

The Jacobian of transformation from the conservative CV to the
normal primitive NPV variables,

mal”), which “fits” the shape of the boundary. Note, that thig'S defined by the following matrix:

transformation is a simple rotation, which has the following Jaco-

bian matrix and its inverse:

gx gy fz Xe Xy Xg
J=|m my mals JT'=|Ye Yy Ve (16)
{x gy {; Zg Iy, I
Importantly, the Jacobian of the rotation is
J=det) H=1 (17)

Transformation of the gradients of a scalar functigrcan be
accomplished using the following expressions:

Vé=1"-V'¢ and V'¢=[]1]"-Vs (18)

where the gradients in the “Cartesian” and “Normal” coordinate

systems are

‘?x‘ﬁ 3§¢
Vo=|dyd and V'¢p=|dn¢d (19)
929 d¢p
respectively.
Contravariant velocities are defined by
Ve=| Vy|=]-| v (20)
V¢ w

3.5.2 Governing Equations in the “Normal” Coordinate Sys-
tem. Using the transformation to a “normal” coordinate system,
introduced in the previous section, the governing equations Eq.
(3) can be re-formulated in the following “strong conservation

form” (see, e.qg.[24]):

U,+ U+ [FU) 1A+ [0(W)],+[T(U)],=5U) (1)

where we utilized equatioflL7) for the Jacobian. The flux terms
of this “Normal-Conservation FormulatiofNCF)” are

F(U)=§F+ 6,6+ EH F 7
CW=nF+aG+aH o | T =1 G| (2
= N N N - H
HU)={F+ G+ M H

When dealing with boundary conditions, it is more convenient

to operate with “primitive” variables. We define “normal-
primitive variables NPV)” as

590 / Vol. 126, JULY 2004

p p
pe P
U=| pu | —U*=| V¢
pv \Z
pwW Vi
[ 1 0 0 0 0o
uxg ux, ux;
etpi, pip p| tvye| p| Tuy,| p| Toye
P= +wz; +wz, +wz,
u pXg pXy pX;
v pYe Py, PY¢
w 0 pZ; pZ, pZ;
(25)

3.5.3 Characteristic Decomposition of the Normal Flux'he
normal flux vectorD can be linearized as

D=A*.[U*], (26)
where the Jacobian matrik* is defined as
A =P Doy r, (27)
4 ‘el ¢ sr— (QU:‘

The Jacobian matrix of the flux-transformatiQnis given by

Ve 0 p 0 0
Qa1 Qo Q23 Q24 Qa5
=] UVe & pUTVeX) pVex, pVexo|  (28)
vV & p(v+tVeye) pVyy, pV,
WV, & p(WHVezy) pVez, pVez,
where

W=V (e+pi,)
Q22=V(1+pip)
Qog=P+ple+V(ux.tvy+wWz)]
Q4= pV(ux,+vy,+wz,)
Q5= pV(UX, T VY, +WZ;)
With this, the Jacobian matri%* can be written as:

Transactions of the ASME
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"V, 0 p 0 0] 3.5.4 The CBM Correction Term.Let us re-formulate Eq.
2 (36) by adding the correction termils_:
o v, & 0 o
X¢
Xe [L*],[U*], + &g, + £A+[L*],C =0
0 = Vv 0 0 s T Spe s s
_ J*l N — § N s D —
A*=pP~t.Q= p (29) M (L6
o X o0 v, 0 (37)
p
o X o o v
L p i where
where the metrics coefficients for a rotation are:
Xe= &+ =IN=1 S=P ! [UL+[AULHGU]LHHUD]. -8
Xn— gxnx—’_ Eyny+ gznz:y'F,EO (30) .
X;= §x§x+ §y§y+ gzgz: N.T"=0 Evaluated using a CBCFD method
and the sound speetis defined as 5
(38)
P—p?i
c=1/ ng—i” (31)
) ) pe ] For the case of Euler equations, the correction téfy, is set to
The eigenvalues of the Jacobian mattik are zero, if thesth characteristic wave is leaving the computational
AN =V,.—c domain—thus, a virtual-time-advancement of this wave would be
L, _i/ consistent with the basic scheme utilized in RNs. If #fechar-
R )‘i e acteristic wave is entering the REAL regioﬁi‘,SBC allows us to
A*=| A3=V; (32)  “blend-in" one boundary condition. For this purpose, let us put
A=V, the system of Eq(37) back into the physical space by multiplying
ANE=V,+c it on the matrixR*:
The left and right eigenvector matrices of the Jacobian matfix
are [U*],+R* 685+ 5* =0 (39)
0O 1 -cp O O
0 O 0 1 0 . . .
which for the case of the equations of gas dynamics can be ex-
[*=|c* -1 0 0 0 and R*=[L*]°! pressed as:
0 0 0 0 1
0o 1 cpo 0 O r -
(33) 08y, +2083 +0Ls
respectively. 2c?
Decoupling of the governing equations in the NPF formulation P 6Ly, 1685,
Eq. (24) can be achieved by “putting” them into the “character- \'7 - 3 R
istic space” as: e + +5*=0 (40)
- - v, 5’2580_ 5’Qch
L*[U* ] +£+1L*C=0 (34) Vel T 2¢p
where 085,
m is a total L OLage i
L=N[LXi[U*]; i=1,...,m; number of (35)
equations

Now, using Eq.(40), we can calculate the correction temﬁssBC

can be interpreted as the amplitude variations of the characterigfibwing us to “infuse” the desired set of BCs in primitive vari-

waves(AVCW) moving in the “normal”<(§)-direction (see, e.g.,
[25]). Eq. (34) can also be written in a component form as

[L¥],[U*], +£+[L¥],C=0
A,

s

(36)

. R . N
whereAg represents the time derivative of the amplitude of the sgﬂ

characteristic wavésee study by Thompsdi6]). Equation(36)

ables.

Recipes for different types of boundary conditions for Euler and
Navier-Stokes equations are given[ii7]. Here, we will present
the CBM correction terms for slip adiabatic stationary/moving
wall and non-reflectiorisee below.

Once all CBM correction terms are computed, the vector of
PVs is advanced in virtual time, according to E40), and, then,
| conservative variables are recovered.

will serve as a platform for incorporation of the desired set of BCs 3.5.5 Slip Adiabatic (Moving/Stationary) Wall For this case,

into the solution at the BLNSs.
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II. Subsonic lll. Overspecified whereW =T, V, or V,; Q is a value of the gradient to be im-

Outflow (%<0, Subsonic Outflow posed(Q=0 in this particular case while C;'f*L (s=xyz) are the
coefficients of the “normal-vector-based” finite-difference formu-

|. Subsonic Inflow
(A3=0 A7=<0)

* * *
As=0 (A2 <0A5=0) las for gradients), ¥, 4,¥ anda,¥, i.e.
V, =given
.V, =0 V, =given -—
£ (Vg=given) ( ¢ =9 ) Cf =0
a"fvl :O (9§T :O gs‘(m'i'j'k)>0 CizfllAS
(41)
4 BCs 1 BC 2 BCs
C,=—-1/As
€dimijn<0{ Cs=1/As (43)
Here, for simplicity, we will describe only subsonic case. Over- Ci=0
specified Subsonic Outflow boundary condition is considered in
the context of over/under-heating in moving boundaries “in a rar-
efaction mode”(see below. Co=—1/(2As)
In details, the above set of BCs is implemented as follows. S0
After all REAL nodes are updated, the following procedure is §s|<m,i,j,k):0 Cs=0
applied at each BLN: CJ=1/2As)

1. Compute temperature and tangential components of the con-

travariant velocity using the “inverse” of the finite-difference rep- 2. Based on the currently available values, compute character-
resentation of, ¥ by Eq.(18), i.e.: istic velocities at BLN, and determine the state of characteristic

waves, see Eq41).
3. Perform the following iterative procedure, in order to com-

(Cx ¥ (mi-1idot Cx W miv 11k0)Xel (i pute 5Lgc:
- +
Q- +(C{\P(mv'vl’l’kﬁC{rq,(m"'“m)yg'(m~'~1~k) a. Using the equation of state, from the currently available lo-
® _ H(C, W imijk-1+ C; Wimijke 1) Zel (miijk) cal pressureP(™®. and temperaturd®S. ., calculate density
W (mij= (BC.ten (m.ijK) (MK

L L C
CoXel mijso+ CyYel mijso + CoZel (mijio (Mijk) )
(42) b. Calculate CBM corrections as

I
o

0L,

yEO oy I
A "MK S — Subsonic

5£28C = = A
T Inflow

=0 — Otherwise

l.
—,Subsonic
Inflow

BO)
Vimiio ™ Yemiiiko

0L, = _
*ac AT

Sk
+5;

=0 — Otherwise

BC) )
emijl~ Vemijo

\% >
085y, = 5218C_ZPEnm),i,j,k)CEnm,i,j,k)[ A +53

Subsonic
. Inflow
Pfa(,:i,’;,ts)r)_PEnm),i,j,k) +§*} () and
AT 11 - Over-
2 specified
Outflow
(m

(n?)
52, = 881, + 8Ls, +2C( ik

c. Update NPVs, using a finite-difference discretization of Eq. It is instructive to note that during the calculation of the tem-

(40). _ _ perature and tangential components of the contravariant velocity
d. lterate until convergence R(er, ) andp(c '+ is obtained. by Egs.(42) and(43), the right-hand side of E42) might con-
Typically, the convergence is achieved in three iterations. tain both already updated valué&’Y—from the neighbor RN,
4. Recover conservative variables. and “old” values, ("—from the neighbor BLNs and GNs. This
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inconsistency is eliminated at the VSR-relaxed state, which is a
important advantage of the VSR-based strategy. Furthermore, wii
the VSR, there is no need for a “locally refined matchib&M)”

procedure, utilized if17] to alleviate “small cell” problem and ]
make the scheme to be able of handling strong shocks. - - Zero-Level

] GNs (LVS)

3.5.6 Non-Reflection. This BC is one of the most common
approaches for free-boundary treatmefit6]. Nonreflection
boundary condition requires the amplitudes of incoming charac
teristic waves to be constant in virtual time(As=0, see Eq.
(36)). This condition is equivalent to stating that there are no
incoming waves, as it is the variation in amplitude which consti-
tutes the wave motion. With this, using E@6), the CBM cor-
rections for thesth incoming AVCWs are computed as

Domain <& L{1H—L] G
58, = —[L*]5* (44) | Boundary [ .....

L]
(“Patch”) T
> %

or, more specifically:

Supersonic

0L1,= ~[55 =P ]~ |yfiow, At>0

Subsonic/Supersonic

8 I8
885, = —[5%5+cpS%]— Subsonic C—a—
Outflow
Ne>0 [ H—]

Subsonic/Supersonic

_ 2
026~ 7947 inflow A3>0

5 & Subsonic/Supersonic
L4575 inflow \%>0

Subsonic/Supersonic

_ _20% _ox
0836 = TLCH =521 nfiow AE>0

At this point, we would like to emphasize another advantage o
the VSR-based strategy, in a frame of the nonreflection boundatl
treatment. While explicit-scheme-based non-reflecfierzes in-
coming characteristic waves in physical tirteee[17]), the VSR-
based non-reflection freezes incoming characteristic wawerin
tual (relaxation) timewhich allows to take into account local time
derivatives(incorporated into the source ter#i, see Eq(39)).

3.6 Treatment of the Domain Boundaries(Patche9. Popu-
lation of GNs. Special treatment is required for computational
nodes at the boundaries of the computational domain, see Fig. 2
We have explored two options for setting normal vector at thesc
nodes:a) Normal vector is re-set to beormal to the boundary _. B . )

Fig. 3b; andb) Normal vector is re-set to bengential to zero- ggbr?al c?;nfga treatment of “patch” boundaries of the compu-
level In this case, the level-set-based normal is “switched” with
one of the tangential vectors, Eq$4) and(15), choosing the one
which forms the smallest angle with the normal to the boundary,

Fig. 3c. As it is shown in our numerical tests, the second option is3.7 Note on Conservation. Our method utilizes conserva-
preferable. We will demonstrate the distorting effects of the firsive numerical scheme inside of fluid, but turns into non-
option later(see Test b conservative at the interface. Therefore, near the interface, there is

After all RNs and BLNgboth internal and at the boundary, Fig.formally a lack of discrete conservation on a set of measure zero.
3a) nodes are updated, all GHOST nod&Ns) are populated  The incentive to operate in conservative formulation originates
using the first-order-accurate PDE-based extension techf2§lie from well-established theory to construetak solutionsusing
Note, that, during extrapolation, at the domain boundary, one ctre conservation properties of the system; while weak solutions to
use both the normal to the boundary and tangential to zero leven-conservative formulations has yet to be defined. Both formu-
approach, according to the choice of boundary treatment of BLN&ions are equivalent in smooth regions of the flow, but they are
(see above generally not equivalent if shocks waves are formed.
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Fig. 4 Test 1: Comparison of the VSR-based time discretization strategy to the Runge-Kutta TVD scheme
On the other hand, when modelling multi-material contact dis- (pL, UL ,P)=(1,0,2)
continuities, switching to primitivgnon-conservativeformula- (46)

tion is a common practice. This is because the non-conservative
formulation allows to eliminate non-physical pressure oscillations
at the interfacé¢4,3,14 and[6]. Since the CBM non-conservative
treatment is applied only at the boundary nodes, the conservation
errors seem to be insignificant, even for strong shdsks results

of numerical examples below

(pr,Ur,Pr)=(0.125,0,0.2

Calculations, performed using both the RK-TVD and the VSR-

based approach, are shown in Fig. 4. The results of the third-

4 Numerical Examples order-accurate RK-TVD and VSR are nearly identical. The lower-
order VSR schemes tend to smear-out both contact discontinuity

In the present section, we will test the CBM treatment on
number of numerical tests, with stationary and moving bound- : - : : : :
aries. We will start testing the VSR scheme, comparing it to t eomputatlonally efficient, because it requires Isterations per

explicit RK-TVD scheme, see Test 1. Then we will move to th

d shock. For this test, the explicit RK-TVD scheme is more

me step. Setting tolerance of the VSR scheme to the level of

evaluation of the VSR-CBM scheme in one and multiple dimerk0~ 7, the convergence is achieved in 2030 iterations. If the tol-
sions, for stationary and moving boundaries. erance is set to I, the convergence is achieved in 5-7 steps,
which is quite close to the performance of the RK-TVD approach.

Also, we numerically verified that even with this low tolerance

4.1 One-Dimensional Tests level, the difference in computational results between the RK-

4.1.1 Test 1: Sod's TestAs a first test-case, we take the fol-1 VD and the VSR scheme are insignificant.

lowing 1D Riemann problem, proposed by SE2F]. Consider !N difference to the RK-TVD scheme, the VSR scheme permits

y-gas(y=1.4). At the center of the shock tube, there is a jump oalculations with CFL numbetdefined in{t;x;y;z} space,o)

flow variables. Initial conditions on the rigiR and leftL of the significantly more than 1. Figure 5 shows the results of calcula-
jump are: tions for o varying from 0.88 to 3.52. Even with coarse physical
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Fig. 5 Test 1: Effect of the physical time discretization on resolution of discontinuities

time resolution, the position of the contact discontinuity and shod¢kmperature and density remain. According to Menikoff, the over-
are captured correctly. Though, one can observe significant smd#ating error is a symptom of the numerical scheme’s unsuccess-
ing due to the physical time under-resolution. As such, the VSRI attempt to simulate a physical phenomenon which occurs in

scheme can be seen as an effective approach for modellingr@lity: ) ) )
stationary or slow-moving compressible fluid flows. Similar discussion of the overheating effects are presented by

Noh [29]. Noh also stated that heat conduction at the wall would
dissipate the overheating effect and that the failure of numerical
4.1.2 Note on the Origin of Over- or Under-HeatingThe schemes is partly due to the absence of heat conduction mecha-
well-known overheating effect occurs when a shock reflects fronism at the wall.
a stationary wall boundary, leading to over- or undershoots in Some numerical schemés.g., Marquina’s schemg30]) seem
temperature and density distributions, while the pressure and Y@{0ssess a built-in heat conduction mechanism, which allows to
Typical treatment of the solid wall boundary is to apply a reMarquina’s scheme is build on the WENGow-viscosity flux
flection condition, i.e., the GHOST nodes are set in such a way, S/itind scheme, the errors due to the scheme viscosity are mini-
that a shock impinging on a wall is met by a reflected shock ized an(_:i the intrinsic heat. conduction property Of. the scheme
2 o elps to dissipate the remaining entropy errors, allowing a conver-
equal strength travelling in opposite direction. - 2 »
There is a number of interpretations for overheating effec ence in botrp andL” sense. There are few examples when the
Recently, Menikoff{ 28] suggested that the overheating errors ar, leat cqnductlon property’ of the sqheme operates on a much
' : . ; ower time scale than the accumulation of the overheating errors,
caused by smearing of the numerical shock profiles and that {ygjch |eads to a lack of convergence and significant distortion of
spatial width of these errors tends to shrink to zero, as the effez numerical results. The problem is especially acute for moving
tive numerical viscosity reduced to zero. The results of his calcyplid boundaries.
lations, however, show that the maximum overshoot at the wall|n [14], Fedkiw et al. introduced one possible solution to the
does not shrink as the numerical dissipation goes to zero. Ttwerheating errors. In a procedure, called “isobaric fix,” the over-
pressure and velocity profiles equilibrate quickly, while errors iheating effects are removed by smearing thermodynamical param-
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Fig. 6 Test 2: Study of the over /under-heating for a shock reflection from a stationary solid boundary

eters near the fluid-solid boundary. In the most successful isobaBa the left, the solid wall boundary condition is appligéflec-
fix strategy, the fluid’s entropy is extrapolated normally to théon or CBM-basell On the right, the domain is opeiCBM-
boundary, from the layer of fluid locatedh;; inside of the pased non-reflectionThe shock propagates to the left and reflects

domain. The thickness of the isobaric fixh;; , corresponds to from the wall. The results of the calculations are compared for
the thickness of the smearing effect of the numerical scheme, {g,0t =

. - . . 1.95 msec, Fig. 6, i.e. before the reflected shock interacts
capturing contact lines, typically—1 or 2 computational node jith the moving to the left contact line
While this approach does not eliminate overheating completely, it )

allows to limit overheating errors to some acceptablg1 As it can be seen from Fig. 6, the pressure and velocity

level. re continuous at the solid boundary. However, there exists small
In what follows (Test 2, 3, and 4 we will demonstrate that the Under-heating(from 5 to 7 K), when the VSR-based scheme

CBM-based treatment of the stationary/moving boundaries ddésapplied with both reflection and CBM treatment. This is lower
not generate, naturally, significant overheating. than the result reported i14], where the RK-TVD based
) . scheme is applied with reflection boundary treatmenl3 K).
4.1.3 Test 2: S_hock Reflec_tlon at the Stationary Boundar ote, that the scheme dfl4] produced overheating. Also, the
The purpose of this example is to demonstrate how the CBNL o aating errors of our scheme are lower than the errors
scheme works for a standard shock reflection problem. The té . T .
problem we are considering was introduced 14]. In the com- or the _|sobar|c fix treatment, which producee-8-9 K
putational domain of size 1m, the following discontinuity is ini-Cverheatind14]. N .
tially generated ak=0.9 m: Next, we investigated the effect of the wall position, by shifting
zero-level on some fraction of grid size, see Fig. 6. The under-
heating effects are found to be slightly high@ithin 3 K), when
(pL UL, T)=(10 kg/n?, 0 m/s, 300 K the boundary of the domain is located close to the grid node.
Probably, this effect can be attributed to the loss of the accuracy of

the temperature gradient calculation by E@) and (43), when
(pr.Ur,Tr)=(100 kg/n?, 0 m/s, 300 K the BLN is located close to the grid node.
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Fig. 7 Test 3: Study of the over /under-heating for a moving solid boundary (compression mode )

4.1.4 Test 3: Moving Piston: Compressionn this test, we compared with both the reflection treatment of the moving bound-
will examine the CBM treatment of the moving boundary. Tesdry and the isobaric fix treatmeiif,4]. Similarly to the stationary
conditions are the same as in example 2 of the papéf i.e., boundary, both the RK-TVD-based reflection and isobaric fix gen-
initially motionless air(y=1.4) with parameters;,,=10 kg/n? erate over-heating, while the VSR-CBM scheme produces slight
andT;,;= 300K is suddenly compressed by a piston, see Fig. 7ander-heating. The level of entropy errors of the CBM scheme is
We consider a computational domain of size 1m, with open righbmparable to those of the isobaric fix treatment, in the range of 3
boundary(CBM non-reflection boundary treatmentnitial posi- to 5 K. The reflection-based treatment resulted in significant over-
tion of the piston is 0.1 m. The piston is instantaneously acceldreating errors, up to 200 K. Calculations with different spatial
ated to a velocity of 1000 m/s. resolutions demonstrate that the under-heating errors do not essen-

The results of the calculations are shown in Figs. 7b—f art@lly depend on grid size, see Fig. 7f.
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Fig. 8 Test 4: Study of the over /under-heating for a moving solid boundary (rarefaction mode )

4.1.5 Test 4: Moving Piston: RarefactionIn this test, a pis- considereda) aligned (x,,;=0 deg; b) a,,=15 deg;c) a,;,;=20
ton, initially located at the position 0.5 m, is suddenly accelerateltg;d) «,,,=30 deg ance) a,,,=45 deg. To eliminate grid effect
to a velocity of —100 m/s, i.e., gas is subjected to rarefaction. Iin initial conditions, the initial discontinuities are numerically
this case, the CBM boundary treatment results in slight overheatneared out over 2—3 grid nodes, using sinusoidal functions.
ing, see Fig. 8. Importantly, from the point of view of the gas, the The results of the calculations are shown in Figs. 10, 11 and 12.
moving boundary is outlet, therefore, the standard CBM treatmenifst, the density distribution at the centerline of the shock tube is
would infuse only one boundary condition, i.e. fluid velocity, seBdependent of the angle of the shock tube orientation, see Fig. 10.
Eq. (41). One can also force additional boundary condition oiotably, the results of the simulation demonstrate that the one-
temperature gradierfpverspecification Eq. (41). In either case, dimensionality of the flow is well preserved, see Fig. 12. Further-
the overheating errors are considerably smaller than those of tRere, due to the VSR-based strategy, this is achieved without
reflection boundary treatment, and at the same level as thosel@gally-refined matching’(LRM) procedure, introduced in our
the isobaric fix, see Fig. 9a. Overheating effects of the reflecti¥ievious study[17] to eliminate spurious normal streams gener-
boundary treatment are dramatic—up to 80 K, for the present tééed at zero-level. At the boundary of the computational domain,
problem. the VSR-based non-reflection treatment has been applied. When

As it can be seen in Fig. 9b, which shows temperature profilfze “tangential to zero-level” treatment is employed, see Figs. 3c,
in a coordinate system located at the fluid-solid boundary, tidb and 12, a perfect “non-reflection” is achieved. In the case of
overheating errors do not grow in time. The maximum of théhe “normal to boundary” approach, as time progresses, the flow
overheating tends to decrease, while the thickness of the ovégld is distorted at the junctions of zero-level and boundaries of
heated layer of fluid increases, probably due to numerical diffthe computational domain, Fig. 11a. This distortion generates re-
sion. Furthermore, with a better grid resolution, the overheatirigcted waves, which propagate along the shock tube walls, pol-
errors tend to decrease, Fig. 9c, which is consistent with the oridifing the computational results.
of these errors, discussed in Ref$4], [28] and[29]. Also, Fig.
9d demonstrates the sensitivity to the time resolution, i.e., with 4.3 Test 6: Three-Dimensional Shock Tube Test. Strong
smaller physical time step, the overheating errors seem to BBOck. As a next example, we will consider a three-dimensional
smaller. shock tube. The following discontinuity is generated at the center

] ] of 16 cm-long tube with radius of 5 cm:
4.2 Test 5. Two-Dimensional Sod’'s Test. As a next ex-

ample, we will consider a shock-tube test in two spatial dimen- (PL,UL,p)=(2-10° Pa, 0 m/s, 2.32 kg/f
sions. We shall demonstrate that the CBM boundary condition _

capturing strategy is able to maintain one-dimensionality of the (Pr,Ur.pr)=(4-10° Pa, 0 mis, 0.046 kg/f
flow. The level set function is generated, representing parallethich corresponds to a generated shock Mach number
wall-boundaries of the shock tube. In the center of the shock tubdg,=2.13.

the jump conditions corresponding to the Sod’s test @§) are Non-reflection and constant-pressure boundary conditions are
initiated. Grid resolution was\x=Ay=1/50 and 1/200. Five applied at the right and left boundaries of the computational do-
cases of the shock tube orientation relatively to the grid lines angain, respectively. Calculation is performed using 3D computa-
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Fig. 9 Test 4: Study of the over /under-heating for a moving solid boundary (rarefaction mode ), contd

tional grid of size 4X21x21. Only quarter of the tube was mod- The dynamics of the density field is shown in Fig. 13. First, the

elled, with the CBM inviscid wall boundary treatment applied t@ne-dimensionality of the flow is perfectly preserved. Next, the

represent symmetry BC conditions at the domain’s LOW-J ar@BM-based non-reflection boundary treatment produced a perfect

LOW-K patch boundaries. non-reflecting solution. Finally, the solution procedure is robust,
even for these quite strong shock conditions.

1.1
3 ] 4.4 Test 7: Interaction of the M=2.1 Incident Shock With
103 _E:‘aCt solution a Curved Channel. From now on, we will consider two-
09 3 ~=-0 dimensional flows with complex geometry. The next test was de-
-—-15° scribed by Fursenko et al. if81], where an interaction of the
083 ---~ 30° Ms,=2.1 incident shock waves with a curved two-dimensional
074 I 45° channel were investigated. Experimental data were obtained by N.
P. Mende[32].
°-6‘; The channel geometry utilized in the present study is described
a 053 in Fig. 14. Parameters of the curved channel Rye-0.008 and
3 R,=0.028 (in dimensionless unijs The incident shock with
°‘4§ Ms,=2.1 was generated by setting the following discontinuity at
034 Y. the inlet to the channel:
023 J'
E Pp,V =(1,1.20
0‘1_: ( D> ﬂ,DrpD) ( ’ 3 (47)
S —
0.1 02 03 04 05 06 07 08 (Py,V,u,py)=(0.20087,0,0.3556
n o . .
where 7 denotes a direction of the channel axis. Non-reflection
Fig. 10 Test 5: Density profile at the centerline of the shock boundary conditions are specified at the inlet and outlet of the
tube channel. Simulations were performed on a sequence of computa-
Journal of Fluids Engineering JULY 2004, Vol. 126 / 599
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Fig. 13 Test 6: Dynamics of the density field. Density is col-
ored and extruded, in accordance to its value. The boundary
(“zero-level” ) is also shown.

tional grids with grid sizeAh=(R,—R;)/20, (R,—R;)/40, (R,
—-R;)/80 and R,—R;)/160, using the ‘physical time CFL num-
ber o~1.

Density distributions for different moments of the numerical
simulation with grid size\h=(R,—R;)/160 are presented in Fig.
15. Due to the interaction of the incident shock with the curved
wall of the channel, tha-structure has been formeBigs. 15b, c
and d. Figure 16 shows comparison of the VSR-CBM-based
simulation to the experimental interferogram, which represents
Fig. 11 Test 5: Effect of the patch boundary treatment on the Iip_es of the constant density._DeS(_:rip'_cion of the experimental fa-
steady-state density field cility and measurement technique is giverf33]. As one can see,
all major flow structures are captured well. These include the po-
sition of the incident shock, formation afstructure, “outer near-
wall contact line,” and “inner-wall rarefaction zone.”

t=3.96

Fig. 12 Test 5: Dynamics of the density distribution for a Sod’s test in two spatial dimensions. Shock tube orientation
relatively to the grid lines is 20 deg. Density is colored and extruded normally to the computational plane, in accor-

dance to its value. The boundary  (“zero-level” ) is also shown. Grid size is 200 2 and o,=1.0. Normal vector at the
boundary of the domain is set to be ‘tangential to zero-level'.
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Fig. 14 Test 7, 8, 9: On the formulation of the curved channel
geometry (tests 7, 8, and 9 ) and cylindrical particle’s trajectory
(test 9)

Figure 17 presents a comparison of thetructure obtained by
a) the VSR-CBM-based schemé) the second-order Godunov
(SOG scheme on a body-fitted structured gfR®il]; andc) the
SOG scheme on unstructured gfiéil]. The presented results of
the VSR-CBM scheme are computed on a grid resolutiBa (
—R;)/160.

4.5 Test 8: Interaction of the M=2.1 Incident Shock With
Obstacles. In the next test, we will include two cylindrical ob-
stacles in the channel. The first one is located in the curved p4
with a center positioned at 45 deg relatively to the center of ci
ordinate system. The second obstacle is located at the expanding
part, positioned 0.002 length units downstream from the begihid. 16 Test 7: Propagation of the initially planar shock wave
ning of the expansion. The radii of both obstacles &g (Msn=2.1) through the curved channel. a ) interferogram from
=0.005. Importantly, a generation of the body-fitted structur%ﬂe experiment, b ) computed density field, using the CBM-

grid for this geometry is challenging. Our grid is structured, an ’ased approach.

at the same time, there are no difficulties to construct the level set
function representing this complex solid-fluid boundary.
Dynamics of the density field is presented in Figs. 18a—f, for
different moments of the simulation. In Figs. 19a and b, the results
of the VSR-CBM-based calculation are compared to those using

Fig. 17 Test 7: Resolution of the A-structure by a ) the CBM-
based approach (VSR3/WENOs/LLFg, scheme); b) the
Fig. 15 Test 7: Dynamics of the density field. a ) t=1.05-10"%  second-order Godunov (SOG) scheme on a body-fitted struc-
b) t=1.55-10"2; ¢) t=2.05-10"2; d) t=2.55-10"2, tured grid [31]; and c) the SOG on unstructured grid  [33]
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Fig. 18 Test 8: Dynamics of the density field. a
-1072; f) t=2.22-1072.

) t=4.5-10"%; b) t=8.1-10"%; ¢) t=1.32-10"2; d) t=1.56-10"2; e) t=1.68

the SOG on unstructured gri81], obtained for similar geometry Otherwise:
and approximately the same time moment. Both calculations re- Xp(t) = — (Rpy+W)sinag+ (x— xo)COSag

veal similar structures of the flow.

4.6 Test 9: Moving Particle in Supersonic Flow. In our
last numerical test, we will model a moving cylindrical particle in
supersonic flow. Initial conditions for a simulation and initial po-
sition of the particle in a curved channel are shown in Fig. 14.

Yp(1)=(Rp+W¥)cosag+ (x— xo)Sinag
Up(t)=V, cosay—Vy sinag

vp(t) =V, sinag+ Vy cosagy

Incident shockM,=2.1 conditions Eq(47) are specified at the where yo=R,[ 7/2— ag]; Rmn=(Ry+R,)/2; apy=m/18 and
position of 0.007 length units below the particle’s initial position.

Particle’s radius was 0.005 units of length. The motion of particle
starts at the timey=0.00282. Its trajectory and velocity are de-

scribed by the following set of equations:

X

V=075 t=t,
0 t<t,

VO (t—t) t=tg
t =
X 0 t<t,
= t—to)2
(t)y=Wysin —

whereT=0.015 and¥ ,=0.0025. Next, ify=< xq:

X
Xp(t) = f(Rm+\If)cosR—m

¢
yp(t):(Rm+\If)st—

m

X X
Sin——Vy COS—

1+ v
Rnl” Rm Rm

uy(t)=V R

X

4 X X
+ = — + Vg sin=—
1 R cosRm VISIan

m

vp()=V,
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2‘1’0 (t_to 2
V()= ?(t_to)co ?)

The trajectory of the particle is shown in Fig. 14. The particle’s
motion is transonic, based on both pre- and post-incident-shock
parameters of the flow, see Fig. 20.

Simulation was performed on a computational grid of side
=(R,—R;)/160, with o ~1.

The results of the calculation are shown in Fig. 21, which pre-
sents the dynamics of the density field and position of the cylin-
drical particle for different moments of the numerical simulation.

5 Concluding Remarks

A new method (Characteristic-Based MatchingCBM)) for
modelling of immersed stationary/moving boundaries in a com-
pressible fluid is developed. The method is based on the level-set
technology and characteristic decomposition at boundary nodes,
which enable an efficient, robust and accurate treatment of com-
plex moving fluid-solid boundaries.

The method has been extensively tested on a number of com-
pressible fluid dynamics problems, which include shock tube tests,
complex-geometry strong shock tests and moving piston and par-
ticle tests. The entropgoverheating errors of the approach have
been examined. These errors, typically present in other boundary
treatment techniques, are found to be insignificant.

Current development of the CBM method is focussed on multi-
fluid interfaces.

Transactions of the ASME
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Fig. 21 Test 9: Dynamics of the density field. Density is col-
ored and extruded normally to the computational plane, in ac-
cordance to its value. The boundary (“zero-level” ) is also
shown. a) t=2-10"3; b) t=6-10"%; ¢) t=1-10"%; d) t=1.4
-1072; e) t=3.9-1072; and f) t=4.9-1072.
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Introduction through a backward-facing step duct, convergent-divergent
0zzles and decelerating cascades are simulated. The detailed cav-
ity Flow behavior, including the growing and shedding of the cav-
“for the above flow fields, are investigated. Velocity and pres-
re distributions obtained by the present preconditioned and non-

Cavitation is a phase change phenomenon accompanying
appearance of vapor bubbles inside a homogeneous liquid
dium that occurs in the domain below vapor pressure according
the de;rease n local _prgssure_when fluid dev_lce_s move at h conditioned solution method are compared with experimental
speed in a working fluid in the liquid state. Cavitation takes varjj5iq.
ous forms according to the flow conditions, and causes noise, o
vibration and damage, as well as reduced performance in hydriiPmogeneous Cavitation Model
lic machine systems when cavitation bubbles unexpectedly attacltavity flow of gas-liquid two-phase flow can be modeled as an
and collapse on body surfaces. Therefore, in order to reduce thgggarent single-phase flow using the concept of the homogeneous
unfavorable effects, technology for accurate prediction and esgiquilibrium model[7,8,13. Under the this model concept, the
mation of cavitation are very important in the development giressure for gas-liquid two-phase media is determined using a
high-speed fluid devices. combination of two equations of state for gas phase and liquid

In order to clarify and understand the behavior of cavity flonphase, which is written as follows:
cavity flow models and analytical methods for numerical simula- +po)
tions have been proposdd,2], among which, gas-liquid two- p= P(P+Pe (1)
phase flow approaches that consider homogeneous equilibrium KA=Y)p(T+Te) +RY(p+pc)T
[3—6] are more advantageous. However, because originally caviffere p, p, Y, and T are the mixture density, pressure, quality
flows have strong unsteady flow phenomena, including phagfiyness and the temperature, respective®Ris the gas constant
changes, fluid transients, vortex shedding and turbulence, a RdK, p, and T, represent the liquid constant, pressure constant
merical method by which to solve these flows has not yet be@nd the temperature constant for water, respectively. This equation
established. In general, there are few comprehensive applicatigfgerived from the local equilibrium assumption, and corresponds
to the transient flow range from the subcavitation state to the the following equations of state for a pure liquid=£0), by
supercavitation state. Recently, we have proposed a mathematikghmann14], and an ideal gasY(=1), respectively.
cavity flow model[7,8] based on a homogeneous equilibrium
model taking into account the compressibility of the gas-liquid P+pc=pK(T+Te); for Y=0,
two-phase media. With this model and TVD-MacCormack p=pgRT, for Y=1
schemd 9] or a high-order MUSCL-TVD solution methdd.0],

the mechanism of developing cavitation has been investigat&éfere the subscripté andg indicate liquid phase and gas phase,
through application to cavitating flows around a hydrofdil— respectively. Therefore, the apparent compressibility is consid-

@

13]. ered, and the sound speedbecomes
The purpose of th!s paper is to verify the applicability of the 1 ap L dp
preconditioning solution method by the autti@B] and to extend o = a—T(pCp) + 7 3)

to a method for unsteady flow by using a dual time-stepping pro-
cedure to treat both compressibility and incompressibility effects  js the specific heat capacity at constant pressureCpf
associated with a very large range of mixture sound speeds whick Cogt+(1—Y)Cp. The relationship between the local void

can arise in cavity flows with multi-rates of void fraction. Asfraction a and the qualityy is given asp(1—Y)=(1—a)p, and
numerical examples, two-dimensionaR-D) internal flows pY=apy, where

Contributed by the Fluids Engineering Division for publication in ticeJBNAL a= RY(FH— pC)T (4)
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division K(1-Y) p(T+ TC) +RY( p+ pC)T
May 27, 2003; revised manuscript received February 18, 2004. Associate Editor: M. . .
J. Andrews. The constant®., K and T, for water in the above equations
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Fig. 1 Comparison of measured and predicted velocity profiles for a backward-facing step at several mach numbers

were estimated as 1944.61 MPa, 472.27 J/KgK and 3837 K, 0 0
respeCtlver §XTXX+ gyTXy 77XTXX+ 77)/7-)()/
E,=J ngyx+ gyTyy , F,=3J 77x7yx+ TyTyy )
Fundamental Equations Tt &y T2 xTart 7y T22
ERY, +ERY, 7R, + n,RY,

Based on the cavitation model concept mentioned above and
neglecting the surface tension for simplicity, the 2-D governingshere the Jacobiad of the transformation from Cartesian coor-
equations for the mixture mass, momentum, energy and the gedBsiatesx; to general curvilinear coordinates is defined asJ
phase mass conservation can be written in the curvilinear cooreid(x,y)/d(§,7) =X:Y,—X,Y¢. The relationships between the

nates(¢,») as follows: physical velocityu; in x; space and the contravariant velociy
in & space areU;=(d¢;/9xj)u; and u;=(dx;/d&;)U; respec-

@ + ﬁ + f — 9, + 9, +S (5) tively, using the summation conventionT;=u7y+v 7y
at 9§ dn  9E I +kdTIox, To=Ury+vT,+kdT/dy and « is the coefficient

of thermal conductivity. Also,?R is the effective exchange
coefficient, Se is the rate of evaporation anfic is the rate of
condensation.

whereQ is an unknown variable vectdg, F are flux vectors and
E,, F, are viscous terms, anflis the source term.

p 0 The stress tensor, the mixture density and the mixture vis-
pu 0 cosity u [15] can be expressed as
Q=J p: S5 8 ’ 2 (zau av) 2 (2(71) 8u)
Txx—q M| =07 27| Tyy=aq M| &7 =7,
pY S-S, 3 ox ay 3 ady X
pY v == (a—u+ ) p=(1-apet
pulU+§,p pUV+ 7,p To= T Gy k) pTUTectarg,
E=J pUU+§yp ., F=J| pvV+ 7o |, ol
pUH pVH p=(1-a)(1+25a)uct+apg.
pUY pVY H in Eq. (5) is the enthalpy defined by total energy pH —p.
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Preconditioning Formulation 1.4 B e e e
The hydraulic flow including cavitations can be characterize: I ‘

as fully three-dimensional, non-linear, viscous flow with laminal 1.2 e —@— Present \ o
and turbulent regions. In addition, this flow with hydraulic tran- i © Exp. (Murai & Ibuki) [
sients and hydroacoustics has compressible flow characteristicb~' 1.0 @ Exp. (Kikuchi) 1
low Mach number. For such a flow, a compressible flow mode - - o3
that includes a preconditioning methpi6,17] is advantageous. £ (.8 - gb—~-
Preconditioning is a way to extend the functionality of existing.g L [J%
codes for fully compressible flows to almost incompressible= () 6 rj%
flows. 2 i 1
Applying the preconditioning method to E), we obtain 2-D 8 0.4 : -
preconditioned governing equations with unknown variable vecs 7| J |
tors W=[p,u,v,T,Y]" written in curvilinear coordinates as — 0.2 s <
follows [13]: “l .E ]
0.0~
F_10W+F71(9W+&(E—Ev)+0(F—Fv)_S 6 1l T‘
ar W gt o€ an ©) 0.2 bescbeidiasbcutiastobedoelle do bbb b cu b
In this study,r is pseudo-time anfl,* is a transform matrix of 6 -4-2 0 2 4 6 8 1012141618
the Jacobian matri¥Q/dW. The preconditioning matrix' ~* is Angle of Attack, a,, (deg)

formed by the addition of the vectd| 1,u,u,H,Y]T to the first
column of thedQ/dW. Parametem is chosen by Weiss & Smith

(18], 0. 1 8 11—y
0.16
0= i_ i - | —@— Present 1
a2 c?’ ; - 0.14F—| o Exp. (Murai & Ibuki) O
S 012k | @ Exp. (Kikuchi)
a?=min[c?, max|u[?, |Uq|?)] s 1 /g
o 0.10
2 3 -
where,U, is a fixed reference velocity such as average incominﬁg 0.08 ] -
freestream velocityB is a constant that will be determined em- © - 9
pirically for the appropriate precondition. In general, the value OL:D 0.06 H:1
B will be chosen so tha# becomes small because, if there is nc & 0.04 [ A . 1
problem with stability, smalb gives better solution for governing Q 77| o) o C ]
equation(5). In addition, time accuracy of the solution of E&) 0.02 __O_E ﬁ]?[ . (©)
is independent of the pseudo-time term because when the pseu - ];C 1) O 4
time integration converge, next physical time step is marched. 0.00

_()'()2 A A A A A A A A A A A A
6 -4 -2 0 2 4 6 8 1012 14 16 18

Source Term
The source terms of the rate of evaporation and condensation

Eqg. (5) can be assumed as functions of pressure and other selec Angle of Attack, o, (deg)
parameters. For examplg, for transformation of liquid to vapor _ _ _ N
andS, for vapor to liquid are modeled as being proportional to the Fig. 2 Comparison of lift and drag coefficients

vapor mass fraction and pressure difference between the local
pressure and vapor pressugg ) as,

Se=Ce(1-Y)max0,p,—p) ®)
vector, for instanceE with respect tof at pointi can be written
Sc=C.Y max0p—p,) (9) with the numerical flux as dE/9§)=(E;.1,—Ej_19)/A¢ and
2 then, the approximate Riemann solver based on the Roe’s FDS is
where,C,=C;p,/(0.50.,U%t..), C.=C.C,/Cy, t,=I,./u,, and

¥ X I applied. Hence, the numerical fli ., 1/, is written as
C, andC, are empirical constants.is the characteristic length
anda.. is the inlet valve ofa. These terms are similar to those
used by Singhal et aJ5] and Kunz et al[19] for both evapora-
tion and condensation under the conditions that heat conduction 1
and thermal effects on phase change are neglected. Ei+1,2=§{E(QiL+1,2)+E(QiR+1,2)

Numerical Method =Zi ALy AL )i 1 W 1= Wiy} (20)
In this paper, the preconditioned governing equati)sare

numerically integrated using the three-point backward finite-

gi;ferer%ce melglthodd c]g;‘ the dual tme-éctgpsging it?]teg[%on_mﬁedUWhere,A= (Ula,U+%,Ula,U~E,U/a)® is the diagonal matrix
en, Roe’s flux difference splittin metho Wi e : -1 ;

MUSCL-TVD scheme[10] is applied to enhance the numericalOf elgenvaluei anc%lp anflle are the left e|g~env~ectors of

stability, especially for steep gradients in density and pressuféE/dW. Z °=TI""+T,763/2, 5=A7/At, U*c=Ula

near the gas-liquid interface. Therefore, the derivative of the flux(EV)™*/2, and
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1 0 0 -pCy, O D "W;_yp=minmod 6W; 12,0 6W;, 112),
1 &t &t 0 0 D™ Wi, 1p=minmod oW, ;12,0 W, _15),
L=[0o & -& o o (12
P Y X Wit 1= Wiy — Wi,
1 &7 &7 0 0 . . . :
0 —¢ ¢ 0 1 minmod x,y) = sign x)max{ 0,min{|x|,y sign(x)}]
g " The linear combination parametelis determined by the range of
. 2 5 —1=<«=<1 and has an effect on the accuracy. That is, (Ed). has
= (EV)* pcA 3rd-order accuracy at=1/3 and¢=1. At ¢=0, this equation has
first-order accuracy21]. Typically, flows with cavitation contain
(EV)*=B= \BZ+4Ac%g,,/ regions with sharp interfaces between liquid and gas phases. How-
ever, application of the 3rd-order upwind bias scheme to these
_ pr+pCppp _ U/apC,0 regions gives over- or undershoots for the solution at these inter-
- pra+pCy(0+ppa)’ " pra+pC o(0+ ppa) faces, which can be a cause of the instability in the computation,

particularly for the mass fraction equations. In order to improve
wherea=1+83/2, p,=dpldp, pr=aplIT, gu,=Ex+ &, and the this difficulty, the flux evaluation is made locally first-order in the
elgenvectors are estimated by introducing Roe’s averagingtesence of sharp gradients in the mixture qualityThis is
W,H,2 is obtained by applying the third-order MUSCL-TVD achieved through the application of an artificial dissipation such

scheme as as a second-order dissipations by Jameson ¢22|l. Specifically,

_ a dissipation is expressed for each coordinate directiog; asl

WE 1= Wit () {(1- 0D W, 1ot (140D Wiad  qomeg 1 o
i g. .
(11) Y 2Yi Y (13)
W 15= Wi 1= (14{(1— k)D ™ Wi, g+ (1+ €)D" Wi 110 LY t2YitYi

Here, the flux-limited values ddW and the minmod function are The term of artificial dissipatior; is very small except in the
determined by immediate vicinity of gas-liquid interfaces. On the other hand, the
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Fig. 4 Comparison of void fraction distributions for 4-deg divergent nozzle

slope of the flux in the minmod function is controlled by theappropriateg. It is confirmed that at nearly incompressible flow
limiter b. The range ob, 1<b<(3—«)/(1—«), is determined condition with inlet Mach number of X104 the present

by the condition of TVD stability. In this computation,kaof 4 method still maintaines and shows a reasonable solution. In addi-

and ax of 1/3 are used. Numerical damping arisen from TVDjon, we know that the flow a;,=0.2 is solved by the present
upwing scheme probably affects the accuracy. In the previous gbmpressible flow formulation of Eq5) without 6 and predicted

vestigation[21], however, it was confirmed that the effect of theyell. For reference, results by the incompressible Navier-Stokes

damping was limited and there was no sharp drop in accuracysolver[24] are also shown in this figure.

Next, the present cavitation code with preconditioning method

Numerical Results was applied to a two-phase flow with very small void fraction

Validation. At first, the present computational method ha
been validated for the noncavity laminar duct flow over
backward-facing step. The expansion ratio of the duct i 235
The Reynolds number Re is 150 based on the step hhigimid
inlet maximum velocityUc. A curvilinear coordinates grid with /7=~ 3
90x21 grid points is used. An ordinary compressible flow boundOCity is approximately X10° and M;,~0.002. The upstream

iusted so that no cavitation took place. The flow field is a single-

approximated by the single-phase. The cavitation number was ad-

passage of decelerating cascade with a pitch-chord ratio of 0.9 and
a stagger angle of 30 deg. The blade profile is a Clark Y 11.7%
hydrofoil. The Reynolds number Re based on the inlet mean ve-

ary condition is imposed. and downstream boundaries of the computational domain are lo-

Figure 1 shows comparisons of streamwise velocities at sevefgfed at distances of 2 and 5 times chord ler@tiom the lead-
downstream locations/h=1.6, 8, 16 and 24 behind the step withing and trailing edges of the hydrofoil, respectively. A body fitted
experimental data. In the computation for steady state laminfdrtype computational grid having 2XB1 grid points is used.

single-phase flow at several inlet Mach numigeof 0.1 in Eq.(7)  The flow is probably turbulent flow, however, as a first step, com-

was used except the case of inlet Mach numbevigf=0.2 com- putation was performed without turbulent model but with rela-

puted without preconditioning. The results obtained by presefiely fine grid, because it was worried that conventional single-
preconditioning method are fairly well predicted. It seems thathase flow turbulent models gave rather uncertainties in the
differences between experimental data are increased with deaenfirmation of inherent feature of the present numerical method

ment of the Mach number, because of incremeriof Eq. (7) for ~ as inconsistencies with each other.
constantg of 0.1. The difference can be controled by choosing Figure 2 shows a comparison of lif€() and drag Cp) coef-
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ficients at several angles of attack by preconditioni@g, Cp, As a first step, the effective exchange coefficient was neglected
values estimated with mean propertigy subscriptm) between and the empirical constants in Ed8) and(9) C;=0.01 andC,

one chord of upstream and downstream boundaries are very re2C, at constant time increment.

sonable compared with the experimental d&s,26. However, Figure 3 shows a comparison of predicted time-averaged veloc-
in the range of 6-15-deg angles of attaclCp, shows some dif- ity distribution with optical probes measuremé8j focused in-
ferences from experiments. Experimental data are also scatteredjife the cavity in the small divergent nozz#3-4 deg. In this

this region. From this, the discrepancy is considered that it is dtigure,y represents the normal distance from the lower wall. Over-
to measurement of originally small value of drag coefficients with| y-velocity profiles agree well with each other. However, the
uncertainty. Examined flows are considered as a reason, thatsisparation region is somethat under predicted especially at section
the present results are obtained from a two-phase flow approgt- 51h downstream from the throat. This region is gradually

mated by single-phase while experimental data are results of exggfended toward downstream. In this case, distributions of void
single-phase flow. fraction were predicted as shown in Fig. 4. A thin sheet cavitation

Cavitating Flow. Based on the validity of the present precon€Xists in vicinity of the throat and maximum void fraction is ap-
ditioning method, the present preconditioning method was appliggeximately 90%. Ax/h of 0.51 and near bottom wall, a signifi-
to cavitating flow through two convergent-divergent nozzlegant discrepancy between present and experimental results is ob-
[3,27,29. The height(h) of the throat sections are 43.7 mm andserved, however, the profile of void ratio is very similar. As a hole,
34.3 mm. Angles of the convergent and the divergent parts of tHe shape of cavitation is well simulated in the all regions. In Figs.
lower wall are 4.3 deg and 4 deg, respectively for the large thro3tand 4, it is easy to understand a typical cavitating flow pattern,
height. The other one has 18 deg and 8 deg. This flow field is vemtwo-phase flow structure and void fraction distributions of inside
similar to the cascade with a large stagger angle such as ttire cavity.
bopump inducer in liquid rocket engine. In the present computa- Figure 5 shows another comparison of predicted velocity distri-
tion, 351x85 points of a body-fitted grid generated by applyindpution in the 8-deg divergent nozzle streamwise velocity profiles
the boundary layer theory are used. The computational conditicagree well with each other. In particular, the thickness of the
of the isothermal temperature of 293 K and the Reynolds numbssundary layer existing cavitation is very well captured along the
of approximately 3. 10° with inlet values are applied. An inlet lower wall behind the throat. The cavity thickness is larger than
void fraction of 0.1% and @ of 50~100 in Eq.(7) were imposed. that in the previous configuration of Fig. 3. The reverse flow ap-
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Fig. 6 Time-averaged density, void fraction and pressure con-
tours for 8-deg divergent nozzle

proaches the throat. The mean cavity length evaluated by 1(
void fraction on the wall was approximately 8 cm. Under th
similar flow condition, Reboud et dI3] obtained a length of 5 cm
by experimental investigation; however, the value of the void fra:
tion used in the evaluation is uncertain. Time-averaged void fra
tion, density and pressure distributions are shown in Fig. 6. V
can see the typical cavity shape and its internal structure. T
maximum void fraction was approximately 90% near the throat
Figure 7 shows the time evolution of cavity shapeid frac-

tion) appearing nearly one periodic cycle. Sheet cavitation occt
ring near the throat develops and flows downstream with nea
periodic behavior. When a kind of previously formed cloud cavi
tation is sufficiently far downstream, an attached cavity grow
from the throat. A re-entrant jet develops along the w&ilg.
7(c,d)), and then its interaction with the main flow in the nea
throat breaks off the attached cavifyig. 7(e)), and the cavitation
cloud is regenerate(Fig. 7(f)). At this time, some of tiny cavita-
tion scattered by the instability are merged together. As discrib
in Figs. 7a)—(d), regenerated cavitation cloud is convected aga
by the main stream. Very thin and short sheet cavitation is o.
served on the upper wall. The shape of the cavity is somewhat ) ) ) ) i
irregular but the formation and development of the cloud cavit%—.'g' 7 Time evolution of cavity flow  (void fraction ) for 8-deg
tion were simulated well in this figure. Ivergent nozzle
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The Influence of Small Particles
on the Structure of a Turbulent
Shear Flow

David I. Graham

Principal Lecturer In this paper, an analytical solution is found for the Reynolds equations describing a

School of Mathematics and Statistics, simple turbulent shear flow carrying small, wake-less particles. An algebraic stress model
University of Plymouth, is used as the basis of the model, the particles leading to source terms in the equations for
Drake Circus, Plymouth, the turbulent stresses in the flow. The sources are proportional to the mass loading of the

Devon PL4 8AA, UK. particles and depend on the temporal correlations of the fluid velocities seen by particles,

e-mail: dgraham@plymouth.ac.uk Rjj (7). The resulting set of equations is a system of nonlinear algebraic equations for the

Reynolds stresses and the dissipation. The system is solved exactly and the influence of the
particles can be quantified. The predictions are compared with DNS results and are shown
to predict trends quite well. Different scenarios are investigated, including the effects of
isotropic, anisotropic and non-equilibrium time scales and negative loops;ifrR The

general trend is to increase anisotropy and attenuate turbulence with higher mass load-
ings. The occurrence of turbulence enhancement is investigated and shown to be theoreti-
cally possible, but physically unlikelyDOI: 10.1115/1.1779662

1 Introduction effect is important is quite small and it appears safe to assume that

It is well known that the turbulence characteristics of particlet-he particle concentration fluctuations are negligible. Here, we are
ginly interested in the behavior for particles for whighy is

laden carrier flows are influenced by the presence of the partic ! .
if particle concentrations are high enough. The surveys by Goféde- In these cases, the concentrations are independent of the
and Crowe[1] and Hetsroni2], for example, show that turbu- fluid anql particle vgloc[tl.e(;s_quwgs and Eatorﬁs])._Thls leads to
lence levels can be enhanced for large particles, apparently du@tdg*onsiderable simplification in the expression for particle
the formation of turbulent wakes behind such particles. The effeg@urces, compared with that developed by E4ttn
of small particles, however, is usually to suppress the turbulenceln the present paper, the source terms are derived for a simple
by extracting energy from the primary flow turbulence. This corturbulent shear flow in which the Reynolds stresses are constant
clusion has been reinforced recently by the experiments of Savtiiroughout the flow, but the mean flow is sheared. This paper
ainen et al[3] and Varaksin et all4]. The present paper is con-complements the analysis in Grah§@j. There, the effect of the
cerned with the case of small, wake-less particles. presence of particles on turbulence kinetic energy levels in the
In the last two decades, there have been several attemptssitdple shear flow was examined. Given that we are again con-
formulate models to describe the turbulence modulation effect.c&rned with wake-less particles, we expect to find that turbulence
discussion of some of the available models is given in Crfife is again attenuate. In the current paper, the changes in the struc-
A common approach is to investigate the extra dissipation duetge of the flow are also investigated. The basis of the model
the presence of particles, which appears as a sdorcnk term  presented is an algebraic stress model, which provides a good
in the equation for the Reynolds stresses or turbulence k'negéscription of the this flow in the unladen casee Libby[10]).
energy. The approach used here, following several authors inclugs rce terms due to particles are used to modify the algebraic
ing Berlemont et al[6], Eaton[7] and Varaksin et al4] is ex- stress equations describing this flow. Expressions for the source

actly that desc_rlbedand cr|t|C|z_ed by erwe[S]. First, the mo- terms are taken from the analysis presented by the author in
mentum equation for the carrier phase is augmented by a sou

e
) . ; g aham([11].
term due 1o the presence of a point particle. This equation is thég:r['There[ha]ve been several experimental studies of such tkaes
multiplied by the fluid velocity. The fluid velocity is expressed a P

an average value plus a fluctuating part. Subtracting away thevoularies and Karniki2] for a review and there have recently
mean part of the resulting equation from the full expression giv&§en some numerical studies using LESmonin et al.[13]) or
a relation for the Reynolds stress source terms. Crof'ob- DNS (Taulbee et al[14])_. T_avoularles and Karniki2] con5|der§d
jection to this method is that it is not possible to treat the influendBat there were two distinct classes of flows corresponding to
of the particle as if it acts at a point. This will true for relativelythese conditions. The first class was one in which the Reynolds
large particles, but it is felt here that the method should be restresses reach equilibrium values. This corresponds to the shear
sonable if the particle size is considered to be small compar#iews studied experimentally by Champagne et[dl5], Rose
with the smallest length scales of the turbulence. [16], as well as some of the flows studied by Tavoularies and
The DNS results of Squires and Eatf8] have shown that Karnik [12]. The other class was one in which the Reynolds
correlations between fluid velocities and concentrations can bgesses grew exponentially in time. In this paper, we are mainly
very important in turbulence modulation. This is particularly trugoncerned with the first class in which the Reynolds stresses ap-
for particles with(Kolmogoroy Stokes numberSt (defined as proach equilibrium values when the production of turbulence ki-
the ratio of the particle relaxation time and the Kolmogorov timgetic energy exactly balances its dissipation. Even for these equi-
scalg of the order of unity. In practice, the range over which thi§prium flows, however, it appears that the integral length scales
(and therefore presumably the corresponding integral time gcales
Contributed by the Fluids Engir)eering lDivision for puplicatioq in t@JHN.AI._ __grow in time(TavouIaries and Karnil{,lZ]). Here, we assume that
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . : . .
the length and time scales have attained finite longtime values.

August 15, 2002; revised manuscript received January 1, 2004. Associate Edi h . ) ; 5
T. B. Gatski. Equivalently, the period over which the system is studied must be
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small compared with the development time for the integral scales. , [
A brief discussion on the non-equilibrium case is, however, bj=MpB?| e FR;(r)dr.
included. 0

The layout of the paper is as follows. In Section 2, the algebrajg the above expressioM is the mass loading3= 1/7, is the
stress equations governing the fluid flow are modified to incluggciprocal of the Stokesian particle relaxation timeandR;; (7)
the influence of particles. The solutions to the algebraic stregsthe correlation of the fluid velocities seen by particles, with
equations under various different scenarios are investigated g8sociated integral time scatg .
Section 3. Conclusions from the study are presented in Section 4Fy|| details of the derivation of the source terms are given in the
appendix. The method used is identical to that used in Graham
[11]. We should point out that the analysis leading to the source
. . terms is strictly valid only in the case of Stokesian drag i.e. for
2 Algebraic Stress Equations low particle Reynolds number. Furthermore, we are interested in
The flow to be considered is one in which the Reynolds stresag@ long-time limiting forms only. Several other assumptions have
are constant throughout the flow, but in which the mean velocibeen required to simplify the analysis. The reader is referred to the

U; is sheared: appendix for full details.
. JU _ FoII_owing_the practice commonly employed i_n Lagrangian par-
u=U;= 5i1—1X2= 815%, ticle dispersion modelésee Gosman and loannides’], Berlem-
29 ont et al.[6]), the integral time scales are expressed as
wherex; is the ordinate in thé-direction, §;; is the Kronecker K
delta, s is the shear gradient and the overbar indicates an 7j=Cij—, (2.5)
ensemble-averaged quantity. In the absence of particles, the equa- e
tions for the Reynolds stressagl; are (see Libby[10]): whereC;; is constant. We note that this assumption is supported
P by Squires and Eaton®l8] DNS study of isotropic turbulence,
W& _Ppu although a more recent study by Boivin et [dl9] casts doubt on
V2%, ppoax, M the validity of the assumption. The latter results indicate that the
constantC;; is not independent of the mass loading. However,
p du, taking C;; as a scalar constant should be a reasonable first guess,
:p_ ox, ez and this is done here. Writingy;=a;;/C;; and B;;=b;;, and
f 2 . . . .
(2.1) using dimensionless variables,
0 p dus
proxg Gu=puilx; Gp=piuslx; Ggg=peui/x;
u—idU]_:BEJ’_B%_Slz, Glzzpr]_Uz/K; E:8/(SK),
dxa  pr Xz pg % the final system of equations becomes:
wherep is the pressures;; is the dissipation tensor ang , u are
the fluid density and viscosity. Using second-order algebraic stress 2 4 2
modelling of the pressure-strain terrfisbby [10]), and adding Gio= _ClE(Gll_ 3/t 502—1)3‘12— 3E-AuGuE
the extra source tern&; due to the presence of particles gives the
following system: +2B1,G12,
JEE— e— 2 4 - 2 2 2 2
SUpUp=—Cy | U1~ 5K + 362~ 1|sujuy— §s+811, 0= —ClE( Gop— —) — =¢,Go— = E—A,G,.E,
K 3/ 3 3
(2.6)
el— 2 2 — 2 2\ 2 2
0= ClK u; 3K 3C28U1U2 38+Szz, O——ClE( G33—§ —§C2(312—§E—A33633E,

2.2)

™

Goo= —C1G 1 E+CrG00— A1G1E +BopiGos.

System(2.6) is a set of nonlinear algebraic equations whose so-
e o lution can be found once the source terms are known. The source
1—UgUp+CoSU2+ S5, terms are determined by the correlation functiéqg 7), the as-
K sociated Stokes numbe$; = 7,/ 7; and the mass loading.

whereck is the turbulence kinetic energy amds its rate of dissi-
pation. The coefficients,; andc, are constants, normally given3
numerical values of 1.5 and 0.625, respectively.

Using the expressions for the Reynolds stress source terms
given in the Appendix and noting that the only non-zero turbulent 3.1  Isotropic Correlations
shear stress ig;u,=U,U;, the sources can be listed as:

0-—c,o |- 2 k|- Zc,stu— 2ot
=—C 3 K| = 3CSUilla— 38 Sss3s

w

X

suz=-c¢

Influence of Particles

3.1.2 Flow Solution. In the following, it is assumed that the

Uf _ u_g Ri;(7) are identical to the Lagrangian correlatiBp(7), and that
S;;=— ——ay+2sujUsbg,,  Sy=— —ay,, the values ofC;; are also identical. The valug;;=0.4 is fairly
T11 T22 (2.3) consistent with the DNS results of Boivi20] and is used to
2 T produce the results discussed in this section. We note that this
___3 o __ 172 T2 value is slightly higher than the value of around 0.2 normally used
S33 733a33’ S12=52 T12 A1t SUzD22, in particle models base#—¢ (see Berlemont et a[6] for ex-
where ample. In the first instance, it is assumed that the correlations
. Rij(7) are negative exponential in fornR;;(7)=e" "', with
a;=2M Ig( 1_,3J eﬁTRij(r)m-), (2.4) common integral time scale . It then follows that theA;; are
0 identical for alli, j and that
614 / Vol. 126, JULY 2004 Transactions of the ASME
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Fig. 1 Anisotropy Tensor: Comparison between DNS and Ana-
lytical model—Isotropic Correlations

Ajj=A=5M/(1+St),
Bj=B=M/(1+St?

Table 1 Comparison production /dissipation

7,=.016 7,=.032
Mass Loading 0 .25 5 .25
Prod/diss(DNS) 1.56 191 1.95 1.56
Prod/diss(An) 1 2.14 3.75 1.81

We now investigate the turbulence modulation effect. We first
note that

-E 1-B

el(sk) B € B
G2 —pjugu/k  —spsuu, 1TA

3-2)

is the ratio of dissipation of turbulence kinetic energy to its pro-
duction. Generally, the ratio of production to dissipation increases
with particle loading from an initial value of unity. As shown in
the Table 1, this trend is in general agreement with the DNS
results of Taulbee et a[14], though the production always ex-
ceeds the dissipation even at zero mass-loading for the non-
equilibrium flow considered by these authors and the influence of
particles is greater in the analytical model than the simulations.

We now follow Grahanj9] and investigate turbulence modula-
tion by assuming that the production is unchanged by the presence
of particles and that the ratig/e is similarly fixed. This leads to

where St=r,/7 =1/87_. For this simple case, the second andhe conclusion that the ratie E/G, is also equal toc/xo. Here

third of Eg. (2.6) are also identical and imply tha_lg:u_g. Thus
k= pe(1/202+u3).
The solution to the final system of equations is:

4c,
(1—B)—?(1+A)

4+201+2A
3773

1= (C,+A)(1-B) '

2
5{(01_ 1)(1-B)+cy(1+A)}

Gao= (c;+A)(1-B) : 3.1

_[(1=B)Gy(1-c,—B)
(1+A)(c tA)
(1+A)
G12: - m E.

limited. Here, we compare with results from the DNS comput
tions of Taulbee et al[14]. We note that the DNS results wer
computed for a fixed shear of 62.8% In Fig. 1, we compare the
DNS and analytical values of the components of the fluid anis

ropy tensor

2

ajj=Gjj— 3

the subscript 0 indicates the value in the unladen flow and the
ratio thus provides a measure of the attenuation of the turbulence
by the presence of particles. Grah&®j showed that the turbu-
lence attenuation predicted by the above expression was in good
agreement with the pipe flow results of Varaksin et 4l.

Before proceeding, we should investigate the second of these
assumptions to make sure that it is consistent with the DNS re-
sults. From the definitions, we see that

E elsk e Kg S
—= =—X—X—,
Eo 80/SOK0 €p K So
If we assume thas is fixed (as in the DNS of Taulbee et 4i4]),
then E/E, gives the relative change in the ratide. Although
Table 2(extracted from Fig. 1 of Taulbee et &ll4]) shows that
this ratio is not fixed, the range of variation betweerdts and
t=12/s is small enough for the assumption of constancy to be
reasonable.

Figure 2 compares predictions efegX ky/x and the turbu-
lence modulation¢/ x with the DNS results. Since the turbulence
Ynodulation is changing in time in the DNS, we compare with the

(3.3)

e"Ti"esults att=12/s in the DNS. Although the same trends are evi-

dent from predicted and DNS results, the analytical model gener-
ally predicts significantly more turbulence modulation than the

45N S results indicate. It should be noted that it is possible to tweak

the multiplierC;; to provide closer comparisons between analyti-
cal and DNS results for turbulence modulation. For example, a
value of Cj; of 2 provides much improved predictions. Even for
this value, the enhanced anisotropy evident from the DNS results

Although the off-diagonal terma!, is predicted reasonably is not modeled so this is not pursued here. _
well, the trend of increasing anisotropy with increased mass load-In passing, we should note that an alternative interpretation of
ing is not demonstrated by the model. Indeed, the model in tHi3-3] is to assume that/eox ko/« is fixed. Under this assump-
case predicts that particles tend to reduce anisotropy and with higffh, the shear gradiens must increase in the presence of

enough mass loading would lead to isotropic turbulefiee, all

elements of the anisotropy tensor tend to zefithis feature is

particles.

3.2 Anisotropic Correlations. The results above show that

fairly insensitive to the choice df;; discussed above. We shouldy, e of isotropic correlations in the analytical mogel., iden-

note that there are differences between DNS and analytical resi}
even when the particle mass loading is zero. These are due to
the deficiencies in the underlying algebraic stress model of the

Al integral time-scales;; in all directiong leads to a tendency

Table 2 Comparison: ratio time scales

turbulence. [{(el £0)! (sel 106)}(1=12/$) V[{ (& £0)/ (sl 1) }(1=4/5)]
The experimental evidence on the influence of particles on flow

anisotropy is some-what mixed. The pipe flow experimental re- 7,=.016 7,=.032

sults of Savolainen and Karvingi$], show that anisotropy in- \jass [ oading 0 25 5 25

creases with mass loading, whilst anisotropy is slightly decreased, bNS 1 1.04 0.88 1.27

in the pipe flow results of Varaksin et 44].
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Fig. 4 Turbulence modulation: Comparison between DNS and
Analytical model—Anisotropic Correlations

for particles to decrease flow anisotropy. As we have seen, thidli§r€asing anisotropy. We also note from Fig. 3 that, although the
contrary to observations in the DNS simulations. In this sectiofff-diagonal component changes more dramatically in the analyti-
we attempt to remedy this. Thus, we allaw;, the integral time cal model than in the DNS, the trend af, decreasing with in-
scale in the streamwise direction, to be greater than the other tigieased mass loading is predicted correctly. It is generally clear
scales and investigate the results from the model. Again, the ctifat the use of anisotropic time-scales markedly improves the pre-
relationsR;;(7) are assumed to be negative exponential in fornglictive capability of the model.

For simplicity, we setr{;=27,=275,=27133= 7_. Again, we as-

Figure 4 plots the ratio&/Ey and — E/G,, and again compares

sume thatr, =0.4x/e. The results are again dependent on thwith the DNS results. Again, the general trend is for particles to
mass loading and the Stokes numd+ 7,,/7 . These assump- attenuate the turbulence, with the level of attenuation increasing
tions again imply thaG,,= Gs3. The source terms can easily bewith mass loading and decreasing with Stokes number. Similar to
evaluated by integrating Eq2.4). The solution of the resulting Fig. 2, however, turbulence modulatiotl «, is modelled more

system of equations is

4  2cq 4
(1-Byy) §+ T+2A22 - §C2(1+A22)

Gllz 2 s
(C1+A)(1-Byp)— 3 Co(A11—Ag))

2 (Cl_l)(l_Blz)Jl‘Cz(l"l‘All)
G22:§ ’

2
(c1+A1)(1-Byy) - 3 Ca(A11—Az))

(3.4)

£ \/ (1-B1p)Go1—Cr+By)
(14 Gl A=A+ A1) (C1+ A’
14 At Gri(A11—Ay))
(1-By)

12— E.

successfully than the time-scale ragife (X ko /x. Again, predic-
tions of both of these quantities can be significantly improved by
changing the parametefS;; . However, it is difficult to pick a
combination of these parameters that enables the model to predict
experimentally measured trends in allaf;, ab,, a!,, x/«, and
elegX kol k simultaneously. The three free parameters in our so-
lution are the constans; and the ratios,,/Cy; andC4,/Cy;.

A parameter study has indicated the constraints on these quantities
as follows:

1. C4; should be large in order to increase predicted values of
Kl ky and elegX kol k. Values exceeding 5 provide reasonable
predictions of these quantities.

2. C,,/C4; must decrease &3,; increases so that the anisot-
ropy tensor values remain in line with DNS results. =5,
the value ofC,,/C,, should be around 0.2.

3. C1,/C41 should be less than 1 so that anisotropy increases
with mass loading, as in the DNS results. The ratio should be

Figure 3 shows that in this case, adding particles does give ttlese to 1 so that/syX ko/k exceeds/ky. For C;=5, values

correct trends of increasira}; and makinga}, more negative, i.e.
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Fig. 3 Anisotropy Tensor: Comparison between DNS and Ana-
lytical model—Anisotropic Correlations
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of C,,/C44 around 0.9 are effective.

Thus, after much experimentation with the analytical result, the
combinationC,,=5, C5=1, C;,=4.5 proved to be quite success-
ful (see Figs. 5 and)6 It must be pointed out that there is no
direct experimental evidence to support this choice, since tech-
niques for measuring the correlatioRg(7) are not yet available.
Here, we rely on indirect evidence and choose a set of parameters
that give the best overall comparison with the DNS results. We
should note that the values €f;; andC,, are much higher than
the conventional values of around 0.2 used in many computational
methods utilizingk—e as the base flow model.

Overall, the combination of parameters chosen leads to the
model predicting trends very reasonably when compared with
DNS results. We now investigate the analytical solution further
and investigate a possible scenario whereby turbulence can be
enhanced by particles.

3.3 Negative Loops and Turbulence Enhancement. It was
noted in Grahan(11] that the source ternB;; could change
sign if the correlationR;;(7) contained negative loops. It
was then thought that this might possibly lead to
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with a somewhat unlikely combination of circumstances and pa-

turbulence enhancement, even by  small, wakeameters, we must conclude that, physically, this combination of
less particles. This aspect is considered isircumstances is unlikely to occur in practice.
the following section. We first assume that the correlations

are represented by  the Frenkiel functions, S TR S L g S olts stisizes

I (2t 1y . ,
R;j(7)=e” ™ V7] cosnaf[ (mP+1)r;)). The reason for this ;o homogeneous in space and time. We also assumes?hat the
choice is simply to provide a correlation with negative loops a rrelationsR;; () and the associated time scatesare similarly
to investigate the consequences. Evidence suggests that the §¥i53,5eneous. We noted in the introduction that experimental and
tence of negative loops occurs only for low-inertia particlegyn s evidence indicates that the time scales grow in time. If this
whereas we shall see that it is for high-inertia particles that traq

. i owth continues in time, then the Stokes numBér=7,/7;;
greatest changes in behavior are observed. Nevertheless, we By =7y /7

d with : ith wh be thouaht of - “omes small, so that the influence of particles in the longtime
ceed with caution with what can be thought of as a numeriCgiy;; is independent of the particle inertia and depends only upon
experiment. The source terms are again bound by substituting ihe

b ion faR - (2.4 limiting values of the functiona,; andB;; asSt—0.
above expression iJ(T) |nto.eqL.Jat|0n( : ) . For the related time microscales to be finite, the correlations
Before we begin our investigation, we first note thdltc, is

Ri;(7) should be flat at=0. In this case, the analyses of Graham

given by [11,21 show that, in the limit of vanishing Stokes number,
—E (1-Byy) Aij—0, Bjj—M. In this case, the structure of the turbulence de-
G- 1 (3.5) pends only on the mass loading. Here, the presence of patrticles
12 1+ At 5 God Apy=Ar) always leads to attenuation, sinedx,=1—M. Clearly, this

analysis is valid only when the mass loading is less than unity.

Inspecting Eg. (3.5, we can see that the only way that
—E/G,;, can increase is if 1-B;, is larger than .
1+ A+ 1/2G,5(As5—Ay). This can happen if the integral ime4  Conclusions

scalesry; and 7, are large multiples of the ratie/e i.e. that the  Modification of the primary flow by the presence of small,
multipliers C;; in the expression; = C;; «/e are larger than unity. wake-less particles in a homogeneous turbulent shear flow has
Figure 7 shows a plot of relative turbulence lexek, as a func- peen investigated analytically. The equations resulting from
tion of mass loading, for the casey;=Cy,=C1,=10, form=3  second-order algebraic stress modeling of the turbulence have
and for Stokes numbers B, ) of 5, 10, and 15. For extremely peen solved. The effects of the presence of particles on the turbu-
high mass loadings, and for Stokes numbers above about 5, {ghce structure have been investigated and the results have been

bulence is enhanced. For less inertial particles, turbulence is agédinpared with those from the DNS study of Taulbee ef&d].
attenuated. Given that turbulence enhancement is possible onhe following general conclusions can be drawn:

1. the structure of the resulting flow is strongly dependent on
- the correlationsR;;(7) and the associated integral time scales
T - t”:c”K/S,
081 2. the use of isotropic time scalef.e. C;;=Cy=C,)
wrongly predicts decreased anisotropy with increased mass
sl S < loading;
KO, E/E0 S —— 3. anisotropy can be well modeled with moderate values;pf
04 o T namely C,;=0.4, C,,=0.1 and C,,=0.1 though turbulence
modulation is thereby over-predicted;
02 4. all aspects of the DNS results including turbulence modula-
tion can be modeled by usinG;;=3, C,,=0.6 andC,,=2.7
though these values are significantly higher than those used in
M ’ ' "~ existing k—e models;
K0 (DNS) 5. while turbulence is generally attenuated by particles, the
S/ad (am model caters for turbulence enhancement although the conditions
k/kO (an) . . g .
necessary for this to happen appear to be physically unlikely.
Fig. 6 Turbulence modulation: Comparison between DNS and 6. in the case of non-equilibrium time scales, turbulence is at-
Analytical model—Anisotropic Correlations with high C i tenuated by the presence of particles.
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Appendix: Reynolds Stress Source Term

We restrict our attention to small, high-density particles for
which the equation of motion is given by .
dup —sﬁjlf ug(t”)dt””. (A10)

W=B(Uif*uip), (A1) 0

u (O] —uP)]= uﬁ(t)[uj’f(t)— ( up(t)

From equatiorfA7], the solution foru§(t) is
where uP is the instantaneous particle velocityin the .
x;-direction, u! is the instantaneous fluid velocity ‘seen’ by the ug(t)zﬁe’ﬁ‘f eﬁt’uéf(t’)dt’, (A1)
particle andp,, is the particle density. The parametgris the 0
reciprocal relaxation time scale of the particle. Accelerations due

to gravity and other body forces are omitted here, but can easﬁ9 that

be included in the analysis. We assume that the viscous drag fol- . > (Y s
lows Stokes’ law, so tha8 is a constant, given by (U (HuP(t))=6;,8 SJ' f f CA
0JO 0
18,U4 t ’
p=— (A2) x(u{f(tyuy"Hdtdt"dt’ +Bf efmtrt)
PpYp 0
\év:seitr;dp is the particle diameter and; is the fluid laminar vis- x(ui’f(t)uj'f>dt’. (A12)

We aim to find an expression for the particle source term  Substitutingt”=t+ 7 in the first integral, and’=t+ 7 in the
PO PO second integral, exploiting the symmetry of the fluid velocity cor-
Sij=CBLu{ (U] =u{P) +(u{"(u/ = u )], (A3) relations and simplifying the resulting integral gives

whereC is the concentration of particles and the primes refer to oo p ot _gs
velocity fluctuations. We proceed as follows: the solution to equa- (Ui (DU(1))=sdj1(uiuz) [ Rip(n)[1-e "7 (1-7)]dr
tion [Al] is given by: 0

t
LI + u! “BTR..
uf’(t)=e*ﬂ‘uf’(0)+ﬁe*ﬁtf eful(t)dt’. (A4) Au ”J>Le Ri(mdr, (A13)
0
where
Following Riley and Corrsif22], the fluid velocity (evaluated
here along a particle patls given by R (7) (u' (] "(t+ ) (AL4)
ij\7)= AFNAT
t (u uj )
f — P rf _ ) p Py ” rf
Ui (1) =881X5(1) +ui (1) = S84 X3(0) + fouz(t Jar’| U (L), is the fluid velocity correlation function following a particleve

(A5) are assuming that the correlations are stationary i.e. independent
of the ‘starting time't). Similarly,
wherexP(t) is the particle position at timg so that

t
) ui'f(t)sﬁjlf ub(t”)dt” (A15)
ui’)(t):e’ﬁ‘ui”(OHBe’BtJ e‘“'[s&il 0
0

t/
xg(0)+f ug(t”)dt”}
0

can be evaluated to give
AT ’ t
T )]d‘ | (%0) sja(u; u3) f Ra(n[1-e #Jdr. (A16)
0
We can simplify the analysis by assuming without loss of inforeombining equation§A13] and[A16] gives
mation thatuP(0) andx;(0) are all zero(i.e. the particles are

released from a static source at the orjgso that <Ui'f(t)uj'p(t)>=55jl(ui’ué}ftre’BTRm(T)dT
0

t
uip(t)=/3e”“f e’
0

t
Séilf Ug(t”)dt”+ui/f(t,):|dt’. .
0 +,8<ui’uj’)f e AR;(r)dr (A17)
0

(A7)
Now the fluctuating part of the particle velocity is given by As a result, the Reynolds Stress source term
u/P(t) = uP(t) = s8;,x5(1), (A8) Sj=CBLu/ "(u]=u/P)y+(u/"(u/" = u/?)]  (A18)
wherex5(t) is thex, coordinate of the particle at timte Is given by substituting eq‘ﬂa“dﬁ\m into the above expression
and taking the limit ag—oce:
t
P — P/t " - “ — B

X5(t) fOUZ(t )dt”. (A9) S;=—2CB(u] Uj>( 1_13j0 e B Rij(r)dr)
[Note that this assumes that the mean particle velocity at some o
point in the flow is exactly equal to the mean fluid velocity there. + Csﬁ2511<ui’u§)f Te_'BTRiZ(T)dTCSﬁ25i1<UJ-’Ué
This will be true in the long-time limit, and it is this case in which 0

we are interested hele. .
The source term due to the presence of particles is determined X f re’BTRjz(r)dr. (A19)
by the quantity 0
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R--(O) is. of course. the fluid Reyn0|d5 stre($$fu-’f) (evaluated [12] Tavoularies, S., and Karnik, U., 1989, “Further Experiments on the Evolution
1) ! ! J of Turbulent Stresses and Scales in Uniformly Sheared Turbulence,” J. Fluid

along the particle path, in fact, but it is assumed here that it iS  \ och 204 457478,

identical to the usual Eulerian expressidiNote that in the body [13] Simonin, O., Deutsch, E., and Boivin, M., 1995, “Large Eddy Simulation and

of the main text, we use the notatitnriuj =<ui’uj’> for brevity.] Second-Moment Closure Model of Particle Fluctuating Motion in Two-Phase
Turbulent Shear Flows,” in Selected Papers from the Ninth Symposium on
Turbulent Shear Flows, eds F. Durst, N. Kasagi, B. E. Launder, F. W. Schmidt,
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A Stochastic Model for Gravity
2 a0 | Effects in Particle-Laden
F.mashayek* | Turbulent Flows

Department of Mechanical and Industrial

Enginesring, A stochastic model is presented for the prediction of the gravity effects on velocity and

University of Illinois at Chicago, temperature fluctuations in turbulent flows laden with solid particles. Both temporal and
842 West Taylor Street, spatial correlations as well as the anisotropy of turbulence are included in the model. It
Chicago, IL 60607 is found that the inclusion of the spatial correlation is imperative for capturing the gravity

effects. The performance of the stochastic model is assessed by comparisons of the results
with direct numerical simulation data for isotropic and homogeneous shear turbulent
flows. The comparisons are also used to investigate the effect of the empirical constant
that appears in the expression used for the spatial correlati@®Ol: 10.1115/1.1778714

Introduction autocorrelation function. The form of the ‘implicit’ temporal cor-

relation depends on whether a constant or a random time step size

In_a recent pape[rl_], we presented a stochastic _model_ for th'i:"s used for sampling the random fluid velocity at the particle
prediction of velocity and temperature fluctuations in nonT.ation

isothermal turbulgnt flows laden with solid .particles. The mode The second group of models considere@éhare characterized
accounted for anlsotrppy of turbulence and included t_he EﬁECtSﬁ models that allow for ‘explicit’ incorporation of turbulence cor-
the temporal correlations. In the present paper, we introduce @iiions These models are more sophisticated and can provide a
improved form of this model which can be used for accurate prgyore accurate prediction of the statistics of the dispersed phase
diction of gravity effects. More importantly, we show that in orde 13-17. They can be rigourously developed using the method of
to capture the gravity effects the turbulence spatial Corre""‘ti£%e series analysis and can allow for incorporation of various
must be incorporated into the stochastic model. forms of the correlation functions. Among these studies, phf}

The gravitational force acting on a particle moving in a turbUsgpsiders the case of a non-isothermal flow, but without explicitly
lent flow results in a drift velocity which could have significaniaccounting for temporal or spatial correlations. In this paper, we
effects on various particle statistics such as the variance of thgesent a new stochastic model that incorporates both temporal
velocity fluctuations and the particle turbulence diffusivity. Fromang spatial correlations. The performance of the model is assessed
a physical point of view, a heavy particle moving in a gravity fielghy comparison with direct numerical simulatiéBNS) results and
changes its neighboring fluid particle more rapidly as compared e effect of the empirical constant appearing in the specified form
a particle moving in the absence of gravity. This leads to thsf the spatial correlation function is discussed.
well-known “crossing-trajectories effect” which was first intro-
duced by Yudingd?2]. Later, Csanadj3] pointed out an associated .
phenomena known as “continuity effect’ that could explain thé roblem Formulation and Model Development
presence of negative loops in the particle velocity autocorrelation.We consider a two-phase system composed of a large number
These effects have been further investigated and quantified dfysolid particles dispersed in a non-isothermal carrier phase. The
various investigators in recent yedsee e.g[4,5] and references mass loading of the particles is small so that particle-particle in-
therein. teractions can be neglected. However, the effects of the particles

The important role of temporal and spatial correlations of tuen turbulence, i.e. the two-way coupling, can be considered within
bulence in the construction of stochastic models has come undehia framework. This requires a modification of the carrier-phase
close scrutiny in recent years. Mashayek and Pafélyprovided equations by introducing proper source/sink terms, as discussed
a review of various stochastic models by dividing them into twelsewhere in the literaturgs]. The ratio of the particle and fluid
groups. The first group are the models that provide a represerdansities is large so that only inertia, drag and gravitational forces
tion of turbulence temporal correlation in only an implicit manneare significant to the particle dynamics, and each particle is as-
[7-11]. This group includes the popular and widely-utilized eddysumed to have a uniform temperature. With these assumptions, the
interaction models in which the interaction of particles with.agrangian equations for individual particles are described as
random-velocity fluid eddies are considered. A particle is assumed -

to interact with the same eddy for a time interval that is the mini- d7<p = 1
mum of two characteristic times, i.e. the eddy life time and the W_up‘ @
eddy crossing time. Various models differ in their approach of R

implementing these characteristic times and may consider only dTJp fi = = Ugr

one or both. Wang and Sto¢2] have shown that the temporal FTEE T_(U_Up)Jr R @
velocity correlation for these stochastic processes may be obtained _ P P

by transforming the ensemble average into time average for a dT, f, ~ =

stationary random process and employing physical reasoning to T T—p( =Tu), (3)

find the contribution of individual velocity pairs to the velocity o _
whereip, ﬁp andT, are the instantaneous position, velocity and

*CCO{r_t-EJSr:OQdti)ngt;lutgor_-d E-rEnaiI_: mashaslge_k@ui&fedu- bication in tiowa temperature of the particles, respectively, andnd T are the
ontributed by the Fluids Engineering Division for publication in NAL ; ; ;

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionInsl[e.mtaneou.S carrier ﬂu'd velocity vector and terrllpe.rat.ure at the
April 5, 2003; revised February 13, 2004. Associate EditorParticle location, respectively. The effect of gravity is included

K. D. Squires. through the drift velocityly, = (Ug, ,v 4, ,Wg,) With the magnitude
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from each other by a distana#. In our previous studyl], we
assumed that the departure distadcevas negligible and consid-

y ered the temporal correlation between points O and F only. In this
work, we relax this assumption and derive a model for fiditdy
considering the spatial correlation between points F and P, in ad-
dition to the above temporal correlation. This extension is neces-

X sary in order to account for the effects of gravity.

The stochastic model derivation is based on the method of time
series analysif18] in which the fluctuating velocity components
and temperature at different times or locations are used to define
autoregressive processes. First, we consider the temporal pro-

] ] ] ] ) cesses that relate the values at the current tirfad point B to
Fig. 1 Schematic of fluid particle  (F) and heavy particle (P) those at a previous time- 8t (at point O
trajectories along with global  (xyz) and local (£%¢) coordinate

Ae =B Ae i, @
where boldface shows a tensor, and

:Buu BUU ﬂUW :But?

g7, Whereg is the gravity constant. All of the variables are nor-

u
malized by reference lengtiv{), density s), velocity (U;), and Pt
- UF t Buu Buv BUW 181)0

temperature T;) scales. Consequently, reference Reynolds and  Ag = W T, B= ,
Prandtl numbers are defined asiRg;UsL;/u and Pr=C,ulx, F.t Buu  Bws  Bww  Buws
respectively, whereu, « and C, are the viscosity, the thermal OF ¢ Bow Bow Bow Boo
conductivity and the specific heat of the fluid, respectively.

In (2) and (3), the non-dimensional particle time constant is Ay
rp=Refppd§/18, whered,, and p, are the particle diameter and 4= dy )
density, respectively. The functidn=1+0.15 R&%¢"in (2) rep- U dw |
resents an empirical correction to the Stokes drag due to particle dig

Reynolds numbers of order unity and larger and is valid for pagne, e define similar autoregressive processes in space to relate
ticle Reynolds numbers Re Re; pdy[U—U,|<1000, wherep is the  statistics at points F and P at the same time
fluid density at the particle position. The factior= Nu/3P- rep-

resents a correlation for the convective heat transfer coefficient Ap =7 -Ap e, (6)
based on an empirically corrected Nusselt number,=Bu \yhere
+0.6 R&°PI°3, whereo is the ratio of the particle specific heat

and the fluid specific heat. Up You o Yo Yuw Yue

To update the particle properties, Eq4$)—(3) must be inte- - Upt You Yoo Yow Yoo
grated in time using the instantaneous velocity and temperature of ~ Ap = W eov= )
the carrier fluid at thg particle location. We decompose these fluid ep’t Ywu Ywo o Yww  Ywo
variables into meanJ=(U,,U,,U;) and T, and fluctuationi Pt You Yo Yew Yoo
=(uy,U,,uU3)=(u,v,w) and 6, respectively. The mean variables e
can be found using various single-point statistical models, such as tu
Reynolds averaged Navier-StokéRANS) models and their de- 6= G (7)
termination is not the subject of this paper. Here, we focus on the Ctw
fluctuating components and derive a stochastic model for their €t

calculation. In doing so, we note that single-point models can al§@e combination of processéd) and (6) provides a means for
provide information regarding second-moment statistical prop&fa|cylation of the fluid properties at the new particle location P in

ties of the fluid, i.e. Reynolds stresses, temperature fluctuatigfims of the known fluid properties at the previous location O.

e s Clclaton oA, using (4 i descrbe ), ere e
below P %0cus on expressions farande; which are needed for calculation

To explain the main features of the stochastic model, we cofif At TD? procedure to obtaip andé€; is .similar to that useq
sider the schematic in Fig. 1. Assume that the heavy particle aft 8 andd, in [1] and we only present the final results for brevity.
its corresponding fluid particle are initially at the same position @he expression fory reads
at a timet— 6t. After a time stepdt, the heavy particle moves to _ 1R RT
P and the fluid particle moves to F. Depending on the inertia of the Y=D-COV (Ar 1, Ap )- (8)
heavy particle and the flow structure, these points may deparere

|
Ru(VIENE, Ry (0NVE 02, Ru(on VW2, Ry \u2 ez,
| R VoBNE R o R Ruon VB e Ruor VoB o

R0 VW2 VU2, R0 VWEVVZ, R0 VW2 VW2, Rogor) VW2, 62,
Rl VO NEZ, Ry (VR N2, R0 V2 \NWE,  Rys(or VB Ve,
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and With the above procedure, only four Eulerian length scales need
- = — — to be specified. This is best accomplished by selecting a local

uu uv  uw ud coordinate systeninl such that the coordinate is always aligned
vu vo oW 00 with ér as shown in Fig. 1. In this manner, one can use the
cov(/&F ) ',Z\g )= — — — — ) (10) well-established spatial correlations of isotropic turbulence in lon-
’ ' wu wo ww  wé gitudinal (¢) and transversaly and ) directions. Here, we use
u v ow 09 Lee=2Lg,=2Lg=Cym U’ (19)
To determines, , first it can be shown that as previously used by L{i16] and MashayeK20]. In (19), u’
L L = 2kI3 wherek is the turbulence kinetic energy of the fluid
cov( & ,etT)=cov(ARt ,A,Eyt)— y-DT. (11) phase. A similar expression is also used for temperature fluctua-

tions. The coordinate transformation fronyz to {7 and its in-
verse transformation are performed once for each particle during
ét:S‘i, (12) each time step.

Then, we write

where S is a matrix, which needs to be determined, ahis a Model Assessment and Results
random vector, each component of which sampled from a standar
normal distribution with a mean of zero and a variance of unit)b
After some algebraic manipulations, we obtain

dI'o assess the stochastic model performance, we consider the

NS data for two different flow configurations, i.e. the isotropic

flow of Mashayek et al[5] and the homogeneous shear flow of
S-S'=cov&,€&), (13) Shotorban et al[21]. The details of these simulations are ex-

. . . . plained elsewhere, and will not be repeated here. The carrier
from which S gan#Pe determined by using Cholesky factorizatioBhase s incompressible in both cases and the particle concentra-
of matrix cov/(e; ;). This completes the determination pfand tjon is low enough to neglect the effects of particles on turbulence,
€. By combining the solution for Eqg¢4) and (6), the fluctua- je. one-way coupling. Our stochastic simulations are conducted
tions at timet and at the particle location P can be determinegsing similar initial conditions as those used in DNS studies. All
from fluctuations at time:— ét. the fluid related statistics are also taken directly from the DNS.

To implement the model, spatial correlation functidfg(Sr)  This provides a framework for assessing the performance of the
in (9) must be specified in advance. In principal, the modelingtochastic model by comparison of the particle related statistics
approach here allows for implementation of any form for thesgith DNS data. These statistics are calculated by averaging the
correlations. To proceed, we consider the widely-utilized expgelocity and temperature fluctuations obtained by tracking a total
nential form, number of 20,000 particles using a fourth-order Runge-Kutta
scheme to integrate particle equations in time. For temporal cor-

R.(81)= ap tBE ¢ ex;( - 5r) (14) relations, that are embedded in the process defindd)byve also
af - — — ’ i
/ f L use an exponential form
a%’,t :Brzr,t Fep _
wherea and g representi, v, wor ¢, andLg, includes a total of R, ,(t)= ar, B - a ex —at (20)
sixteen Eulerian length scales. Due to symmetry, only ten length B — = Tiap '
scales are needed to be specified, but lack of experimental data AR N BE -t

makes the task of specification of these length scales difficult apghere o« and g again represent, v, w or 4 and Tiap is the
could affect the overall accuracy of the model. Therefore, to furagrangian integral time scale. Similarly to our previous study
ther reduce the number of length scales, we follow the alpproa{q], for convenience, we assurig, ;= ,_for all components.
suggested by Lu et dl19]. In this approach, the fluctuation: ; Some previous studid22,2Q have proposed that various time

and Ap, are normalized by the square roots of their respectig¢@les to be adjusted for a more reasonable comparison between
" . \/? the model predictions and DNS results. This is due to the fact that

local variances, e.gug =ug:/Vug; where the superscript the model is based on parameters which are defined for high Rey-

shows the normalized variable andiZ , is known from the so- nolds number flows whereas DNS is conducted at low Reynolds

lution of single-point turbulence models. With this normalizationjumbers. Here, we adjust the particle time constant,and the

Eqg. (6) becomes drift time scale,7g=d, /vg,, using the following relation§20]:
b=yt AE e (15) &) :@) | E) :z) | 21)
Te/pns TE/sth "Elpns TE/sTH

It can be argued that the normalized fluctuations are nearly isotro-
pic so that the off-diagonal components of the Reynolds strea#iere STH refers to the stochastic model age-= 7, /C, is the
tensor and turbulence fluxes of temperature fluctuations can Belerian integral time scale witG,=0.73. This scaling assumes
neglected. With this assumption, the time series expression cantlat the particle dynamics is primarily affected by the large scales
simplified as in the following: of the flow.

We first discuss the results of the isotropic flow for which we

Anpy= Yalar.n Tt (16) _ N2 o . Lo _ _
a(P, a(F, . user = Cj(u’")“/e with C3=0.212. This choice is consistent with
with no summation over the repeated Greek indices. Herel, previous studies in isotropic flowd6,20. Here, € is the rate of
2, 3, 4 such thaa,, corresponds ta, v, w, 6, respectively, dissipation of the carrier phase turbulence kinetic energy and is
also taken directly from DNS. The importance of the inclusion of
. —or 17 the spatial correlation in the stochastic model for capturing the
Ya = €X Le, /)’ 17 gravity effects is clearly demonstrated in Fig. 2. This figure shows

. ) ) ) comparisons of the predictions of the stochastic model without the
ande;,  are Gaussian random variables with means of zero. TBgatial correlation with the DNS data for the variance of the par-
variance ofe; ; can be obtained by squaring both sides(t8), ticle velocity fluctuations as normalized by that of the fluid in the

and then taking the expectations. This leads to isotropic flow. The results are provided for different values of the
— 2 particle time constant at three different drift velocitieg =0, v
€= 17" (18) and ), whereuv, is the Kolmogorov velocity in DNS. Also, in
622 / Vol. 126, JULY 2004 Transactions of the ASME
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Fig. 2 Results from the stochastic model without implement- I |
ing the spatial correlation in isotropic flow. DNS results for cor- A_0.6 3 .
responding cases are also shown for comparison. = | L] ]
A
o = B Ov,=v,, DNS ]
7 04 my,=v, STH
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the figure, 7 is the Kolmogorov time scale from DNS ard) L ®)
denotes the ensemble average over the number of particles. It e
noted that, the absence of the spatial correlation in the stochas 0.0
; . X ; 0 1 2 3 4 S
model leads to identical results for all values of the drift velocity. /
This is clearly in disagreement with the DNS data which shows T/ T
decrease of the variance of the particle velocity fluctuations with ) ) o ]
the increase of the drift velocity. Fig. 3 Comparison of stochastic model predictions with DNS

Similar results for the particle velocity variance are shown iFfSults in isotropic flow for  (a) C,=2.73, (b) C;=4.1

Fig. 3a while incorporating the spatial correlation into the stochas-
tic model. For this comparison, we have used=2.778 which is

again the value suggested([it6,20. It is clear that the trends are thjs nondimensional form the magnitudes of mean velocity and
correctly captured for changes in both particle time constant apgban temperature gradients are the same, dél;/dx,
drift velocity. The quantitative agreement is very good for smallet 4 T/dx,=2.
drift velocity but some deviations are noted at higher drift veloc- The stochastic simulations are conducted with different gravity
ity. The results in Fig. 3b show that quantitative agreement can R&els and directions—in each case only one gravity direction is
improved by changing the value of the const@ntto 4.1, i.e. an considered. The DNS data are available for homogeneous flow
increase of 50% The comparison of the results in Figs. 2 andadthout gravity only and are used here for validation. Cases with
shows that the inclusion of the spatial correlation is imperative fefon-zero drift velocities are presented to show the gravity effects
capturing the gravity effects. on the particle statistics in homogeneous shear flow. For these
Next, we consider simulations of a homogeneous shear turligases, the fluid statistics are also taken from the DNS case without
lent flow laden with solid particles. This flow is characterized by gravity. Therefore, the results shown in Fig. 4 for cases with grav-
mean velocity gradient imposed in the cross-stream direction. Tiig are to be treated as qualitative rather than quantitative. These
magnitude of the mean velocity gradiedt), /dx,, is constantin results are useful to show the trend of variation for various statis-
time, where indices 1 and 2 denote the streamwise and crogss as the magnitude and direction of the drift velocity are
stream directions, respectively. In addition, to assess the statisgbanged. Although not shown here, our simulations indicated that,
related to the temperature field, a constant mean temperature gienilarly to the isotropic flow, the stochastic model without the
dient,dT/dx,, is also imposed on the flow. The scalit@fl) for spatial correlation does not capture any of the gravity effects.
particle time constant has been applied by incorporating the val-The comparison with DNS for the case without gravity shows
ues of rg from DNS as a function of time. We did not apply theencouraging agreements. It should be added here that the DNS
scaling for 74 as there was no DNS data available for gravitgases were started from a random field as initial condition, there-
cases and thus no need for a direct comparison. fore, turbulence correlations were not well established during the
For comparison, we consider a case with one-way coupling andry early stages of DNS. This may have contributed in part to
particle time constant,=0.3 from the DNS study21]. The par- deviations between the model prediction and DNS data. The pres-
ticles are injected and tracked in stochastic simulations followirgnce of gravity decreases the magnitudes of all of the particle
exactly the same procedure as that described in our previous stgthtistics as shown in Fig. 4. This is in agreement with the results
[1]. For these comparisons we have usgd-0.48%/e andC,; of the isotropic flow in Fig. 3 and can be directly attributed to the
=4.1. Figure 4 shows the model predictions and the DNS data frossing trajectories effect.” For the parameter values considered
temporal variations of(v,v1), (vivz), (v16p), (v26,) and in this study, it appears that gravity exerts a minimal effect on the
(6,0,). In this figure, the time axis has been normalized using thmarticle fluctuating temperature variance. This, however, may not
mean velocity gradient magnitude=dU, /dx,. All the variables be the case for other values of the Prandtl number. The choice of
used in these simulations are nondimensionalized using the saime integral length scale in stochastic model may also have con-
reference scales as those implemented in the DNS formulation tiibuted to this behavior. For these simulations, we assumed the
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Fig. 4 Stochastic model predictions in homogeneous shear flow for various magnitudes of the gravita-
tional force in (a) streamwise, (b) cross-stream and (c) spanwise directions. The figure also shows a
comparison with DNS data in zero gravity.

same length scale for temperature as that for velocity. The issuetiohs. These results are used qualitatively to discuss the trends of
specifying accurate length scales remains as one of the main tioe variations in particle statistics with changes in the drift veloc-

ture tasks for researchers in this area. ity and gravity direction.
Whereas by implementing turbulence correlations the stochastic
Conclusion model is inherently more robust, it should be noted that the suc-

) ) cess of the model is closely linked to the level of accuracy by
~An improved stochastic model has been proposed for the pighich these correlations can be specified. This important issue
diction of gravity effects on velocity and temperature fluctuationssmains open for future research and relies heavily on the avail-
in turbulent flows laden with solid particles. The model is basegbility of experimental data in various flows.
on a first-order time-series analysis and addresses the anisotropy
of turbulence, temporal correlation and spatial correlation. It h
been found that the lack of the spatial correlation results in tﬁCknOMGdgmems _ _ _
failure of the model to capture the gravity effects. The support for this work was in part provided by the U.S.
Direct numerical simulatiofDNS) data in two different flow Office of Naval Research and the National Science Foundation.
configurations have been used for a preliminary assessment of the
model performance. The comparisons in isotropic flow are COfy
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Ph.D. Student Starting from the basic conservation laws of fluid flow, we investigated transition and

breakdown to turbulence of a laminar flat plate boundary layer exposed to small, statis-
tically stationary, two-component, three-dimensional disturbances. The derived equations
for the statistical properties of the disturbances are closed using the two-point correlation
technique and invariant theory. By considering the equilibrium solutions of the modeled
equations, the transition criterion is formulated in terms of a Reynolds number based on
the intensity and the length scale of the disturbances. The deduced transition criterion
determines conditions that guarantee maintenance of the local equilibrium between the
production and the viscous dissipation of the disturbances and therefore the laminar flow
regime in the flat plate boundary layer. The experimental and numerical databases for
fully developed turbulent channel and pipe flows at different Reynolds numbers were
utilized to demonstrate the validity of the derived transition criterion for the estimation of
the onset of turbulence in wall-bounded floBOI: 10.1115/1.1779663

Lehrstuhl fiir Stromungsmechanik,
Universitat Erlangen-Nirnberg,
Cauerstrasse 4, D-91058, Germany

1 Introduction sition process using the two-point correlation technique and in-

va]riant theory and finish with a closed set of transport equations

There have been many thepretlcal and experlme.n‘tal §tudlesfr m which it was possible to deduce the criterion for the deter-
the processes that cause laminar to turbulent transition in boungk .. "o o cition onset and breakdown to turbulence in wall-

ary layers and the phenomena occurring in the inner region Sunded flows

fully developed turbulent flows. These studies led to the conclu- '

sion that there is a strong similarity between the mechanisms re-

sponsible for transition and the continuous production of turbu-

lence close to the solid boundaries. Hiné&], pp. 600-613 2 Basic Equations
provided a brief review of the subject based on linear and nonlin-S
ear stability theory. Hinze also presented experimental results ql,v]'eS
duced from hot-wire measurements and flow visualizations which
revealed interesting details of the sequence of the events during

tarting from the Navier-Stokes and continuity equations for a
cous incompressible fluid:

) ) 2\
the transition process. Studies of the dynamics of coherent struc-ﬂJrukﬂ - 1 ﬁ_p+ v Ui ’ %zol i k=123
tures close to the wall by Kline et g2], Kim, Kline and Rey- at X p 9X; XX IX
nolds [3] and Falco[4] showed remarkable analogies to the se- (1)

quence of events leading to the transition which led La[fe8] . . . . .
to the conclusion that these processes are very closely interc8Rd introducing the conventional method of separating the instan-

nected and therefore should be treated theoretically using fi§@&€0us velocity; and the pressurginto the mean-laminar flow

same mathematical concepts. This issue was raised by J. Laufe@sl disturbances; andp’ superimposed on it:

Klebanoff, R. Falco and M. Landahl during participation in the

round-table discussion organized by Z. Zaatdhe ICHMT Sym- u=U;+u/, p=P+p’ )

posium on Structure of Turbulence in Heat and Mass Transfer

(Dubrovnik, 1980. Although there has been an explosion of acene obtains the equations for the disturbances:

tivity during last two decades, apparently no one has yet suc-

ceeded in providing a description of transition and breakdown to 5y’ au/

turbulence using statistical techniques. 3 + Kox.
The purpose of this paper is to fill the gaps in the theoretical K

treatment of the transition process using statistical techniques. An

attempt is made to establish quantitative links between the tranm'-

tion process and fully developed turbulence using stochastic toglig

suitable for describing random, 3-D flow-fields. We shall providgf

rational approximations for the mechanisms involved in the tran-

LU 1ap’ Pul auy
uy——-—— —_—, —=
k (?Xk P (9Xi v &Xkaxk (9Xk

©)

the derivation of the above equations, it is assumed that the
turbances are much smaller than the corresponding quantities
the mean flow:

— u/<U;, p'<P 4

This paper was originally prepared to be communicated on the occasion of Pro- ! ! P ( )
fessor Franz Durst 60th birthday held on February 16, 2001 at the Technical Faculty . . L )
of the Friedrich-Alexander Universit&rlangen-Nmberg. The authors are pleasedand that they satisfy the Navier-Stokes and continuity equations.
to dedicate this article to him. If we consider the disturbances to be random and statistically

Contributed by the Fluids Engineering Division for publication in tieeJBNAL ; f . f o .
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionStatIOnary then by systematic manipulation(8f it is possible to

March 12, 2003; revised manuscript received March 2, 2004. Associate Editor: T. @0tain transport equations for the “apparent” stres¢sse, for
Gatski. example, Hinzd[1], pp. 323—324):
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! ! ! ! ! !
duju; ‘U Juu; ——u’u’aUl ——dU; _l ’3p’+u’z9p’ 3 3&3&
ot k- ox, oy, R ax,  pl dox,  Tlax dx, dx;
I0;; €j
ulu;
Ix,0x)

®)

In the above equations, one can identify two different types aihomogeneous effects in the treatment of the unknown terms
unknown correlations: the velocity/pressure gradient correlatiofis/olved in (5) and recasting of the inhomogeneous problem into
(IL;;) and the dissipation correlationg;{). These correlations the corresponding problem of a statistically homogeneous flow-

must be expressed in terms 0f and ui’uj’ in order to close the field. Then, using invariant theory, it is possible to isolate the
resultant equationéb) for the stresses. effects of the anisotropy in the “apparent” stresses from all other
flow properties, which allows rational construction of the closure

3 The Closure Problem for Small, Two-Component approximations that include all physically realistic states of the
Three-Dimensional Disturbances disturbances.

Let small disturbances be statistically stationary, two-
component and three-dimensional, consisting of longituding) (
and transverseu}) velocity pulsations, while the lateral compo-
nent (ug) of the pulsations is assumed to be zero everywhere in
time and space. Such disturbances can be produced by a sm (@
2-D roughness element placed at the wall in a laminar bounda
layer as shown in Fig. 1. Measurements of the anisotropy invat i
ants I and lll,, discussed below, of the disturbances clearl
demonstrate that these are almost two-component for differe
free stream velocities and low Reynolds numié&:§]. The lami-
nar to turbulence transition process initialized by the two ?
component disturbances is characterized by abrupt and explos motor s fibercable enlrgementun - receivinglens frontlens plane ot
breakdown to the fully developed turbulent state at a fixed valu
of the Reynolds number which is very close those met in eng (b)
neering practice. This is indicated in Figicp from which it ap-

pears that approaching the breakdown point from the lamine I“z
two-component state and from the fully developed turbulent sta U
results in the same estimate of the critical Reynolds number. V' Tu

shall exploit this experimental evidence in order to provide th
guantitative link between results of the theoretical consideratior /
of the transition process with those of fully developed turbulenc ' ) 4/—’:}:’:‘1
which are available from numerous experiments and also fro TR Blue laser beams
direct numerical simulations.

A few remarks follow with respect to the role of the natural 1137
disturbances in the transition process. Figufi®) Zhows that for 0.6 -
such disturbances laminar to turbulence transition is weaker th:
transition induced by the two-component disturbances shown 0.5 1
Fig. 2(c). Natural disturbances, which originate in technical prac
tice, can be considered in a statistical sense of Fig. 3 as nea
axisymmetric. For this type of disturbances, theoretical conside o3 |
ations, following the same analytical path as used in this stud
show that the critical Reynolds number for breakdown to turbu 92
lence depends strongly on the anisotropy of the disturbances.
the intensity of the streamwise velocity component is lower tha
the intensities of the normal and lateral componentg<i0, the 0 Y . , T T
transition process is promoted and occurs at low Reynolds nur  -0.05 0 0.05 0.1 0.15 02 025
bers. For the reverse situation when the intensity of the stream-
wise velocity component is higher than the intensities of the nadfig. 1 Anisotropy-invariant mapping of the disturbances gen-
mal and lateral components, Ji0, the transition process is erated by small, two-dimensional roughness element in a ini-
delayed and occurs at high Reynolds number. Since the contindigy laminar flat plate boundary layer from Fischer, Jovanovic

equation near the wall dictates that,iH0, the results in Fig. @) @nd Durst [7]: (a) specially designed two-component laser-
are logi i Doppler system for near-wall measurements; (b) schematic of
gical and not surprising. . . .
lat plate arrangement in the wind tunnel with layout of two

For small, statistically stationary, two-component, 3-D dIStUIIdifferent beam configurations which allowed measurements of

baﬂces itis Poss'ble tp attack the closure(Sf using ‘the tWO' all components of the “apparent” stresses of the disturbances;
point correlation technique developed by CH®Ji and invariant (c) traces of the joint variations of invariants Il , and Il , across
theory introduced by Lumley and Newm&hQ]. Application of the anisotropy invariant map confirm the two-component na-
the two-point correlation technique permits the separation of thée of the disturbances

(©

0.4

®  Re/x=5.6 10, (x-x)k=270
o  Rex=6.410°, (x-x)k=270

0.1
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One-component disturbances
A=1
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. .
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0.6 z
x break down
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Fig. 2 Intermittency (Y) measurements of the transition pro- . . . . .
cess from laminar to turbulent states at the channel centerline Expressing the partial differential operators(ﬂj at points A and

from Fischer [8]: (a) channel flow test section; (b) transition B as functions of the position in space and the relative coordinates

due to the natural disturbances is accompanied by large hys- between these two points:
teresis in the experimental data; (c) transition due to the two- _
component disturbances implies that for such disturbances &= (Xs— (XA, (8)

the critical Reynolds number may be found by extrapolation
data of a fully developed turbulent flow if the transition crite-
rion is known

and taking the limit A~B yields (Jovanovicet al.[12])

ouj duj 1 A_ N
eij—vaa—xk 4V uu V( gu )0,

inhomogeneous homogeneous

3.1 Application of the Two-Point Correlation Technique
for Interpretation of ;. Let us first consider closure for the 9)
terms which are related to the dissipation process:

where the double priméindicates a value of of the two-point cor-
©) relation function at point B(u/ )A(u )g=ujui, the subscript

represents zero relative separation in SpafGeo, andA corre-
that appear in(5). The most efficient procedure to treat theseponds to the Laplace operator A (= 5%/ XX, Ag
correlations is based on the two-point correlation technique thetd?/ d&I&,).

was originally developed by Chd@] and subsequently refined by Equation(9) shows thate;; is composed of an inhomogeneous
Kolovandin and Vatuti11] and JovanovicYe and Durst12]. part 1/4/A,u/u’ and a homogeneous paff_ v(Agu’ u7)o.

However, apphcatlon of this techr“que to the Study of the dynarg“'nce the tensoell is Symmetnca' fronf(g) it fo”ows that
ics of the disturbances is complicated, tedious and very demand-

ing for the reader. Here we shall provide only a brief account of (Agu/u’/)oz(A u.’u(’) (10)
i & i/0
the parts of the subject which are relevant for the present study.

In order to separate the effect of local character from g|obdhe two-point velocity correlation of second rank in the limit when
large-scale fluid motion, we must first express the dissipation cd— 0 satisfies the same relationship as in a statistically homoge-
relationse;; in a coordinate system relative to two closely sepaieous flow field. This peculiarity of the two-point velocity corre-
rated points A and B in space as follows: lation, deduced only from kinematic considerations, permits us to

t?U (9U

€=V _—
T 0% axy
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introduce the concept of local homogeneity for the disturbancddsing the above relation$14) can be written as
which leads to radical simplifications of the dynamic equations for )
the dissipation correlations. \/§ €h
Since the inhomogeneous part f can be directly related to ERA?'
ui’uj’, we need to consider only the homogeneous par(9pf
Using the two-point correlation technique, kinematic constrain

there R,=q\/v is the Reynolds number based on statistical

_— ; - ties of the disturbances. The above result also follows from
and the continuity equation, it can be sho@8,11,13) that the proper : Lo
components of the homogeneous part(®f can be interpreted the asymptotic balance of the dissipation rate equdtidhat the

o : 2 1o F _
analytically in terms of its trace, = — »(A uJuZ)o and the “ap- wall where the viscous destruction2v-(A (A ugug), is in bal

ro
parent” stressee{uj’. Therefore, only the equation fef, needs to

ance with the viscous diffusion ]ﬁAX(AguSuS)0 (Fischer, Jo-
be considered. This equation is obtained by operating the dynajithovicand Durs{16)). It is therefore not surprising that both of
equation for the two-point velocity correlation in a relative coo

/the suggested proposdlk3) and(16) for the closure of11) agree
dinate system with respect te vA, and settingéﬂo to obtain closely with the available data from direct numerical simulations
(Jovanovicet al.[12]) (Jovanovid[17).

of wall-bounded flows in the region of the viscous sublayer

J —_— J
- VE(AgU;U;,)O_ VUkH_Xk(Agu_éug)o

3.2 Construction of the Closure Approximations Using In-
72 U variant Theory. We shall now apply invariant theory developed
u’ ,,) 7k by Lumley and Newma10] to formulate the closures for parti-
9& g S° 0 9% tion of the homogeneous part of the dissipation tensor and also for
the velocity/pressure gradient correlations. These authors intro-

1
_2V2(A§A§Uéug)o_ EVZAX(Aguéu,s,)O- (11) duced the tensor

ZZV(Afukus)oo"_Xk +2v

The approximate equation for the homogeneous part of the dissi- aj=— =4, 17
pation rate involves only the derivatives of two-point velocity q 3

correlatlons. In the der_lvatlon of this equation, the_ concept of Iocghd its scalar invariants

homogeneity was utilized by applying the relationships for the

gerlvaflv%s c:Ltr:e two—pﬁldnt_ correltattl.o? fulrl1ct|hons for zero sefEJara- lla=aja;, Il=a;aay, (18)

ion (¢é= at are valid in a statistical omogeneous flow-

field.(g ) y g to quantify the anisotropy and define the limiting states of the

The first two terms on the right-hand side @fl) are the pro- disturbances. A cross plot (Z)Ifalk/ersus I}, for axisymmetric dis-
duction terms that originate from the mean velocity gradient. jirbances (U=3/2[4/31ll ,/]*°) and two-component disturbances
firm analytical closure for these terms can be formulated only féHa=2/9+2lll,;) defines the anisotropy invariant map which, ac-
the case of axisymmetric disturbances. For such disturbances $9ding to Lumley[18], bounds all physically realizable distur-
vanovig Otic and Bradshaw[14] showed that the above- bances. This plot is shown in Fig. 3 and the asymptotic forms for

mentioned terms are equal, and their sum is given by the unknown correlations involved i) that can be derived for
the two-component disturbances. ;
—  dUg #? ——\ Uy For the axisymmetric disturbances, Jovanosiud Otic[19]
2v(A U Ug)o—o— +2v| = UgUg | —— showed that all second-rank correlation tensors involve8)iare
IXk 9§ 9éy 2 ; . X ;
0 linearly aligned in terms of each other. For such disturbances we
enu’ Uy aU, may write
=-2A -—, (12)

K axg ||e)1’2

eij=Aaij , A:(T (29)
a

wherek= 1/2u/u;=1/2g% and the scalar functiop! depends on

the anisotropy inu/u/ and €, to be discussed later. Figure 3wheree;; is the anisotropy tensor of the homogeneous pa;of

shows that, for the limiting states of axisymmetric disturbances h
which lie at the two-component limif4d=1 and therefore we may e :ﬂf 15_, (20)
suggest closure for such a disturbance state in the following form: Uoe, 37
N Vs, P ——\ U, enu/up gu;  and
ul)o— —Uuiuy | —=— —.
V( &YkYs oan v 07§|¢9§k sYs 0¢9X| k 0’)Xk ”e:eijeji' |||e:eij6jkeki. (21)
(13)

For the two-component isotropic state and also for the one-
The third term on the right-hand side (1) represents the vis- component state, JEIl., so thatA=1, and for these extreme
cous destruction o€, and can be approximated using the scalingases, which both lie on the two-component stél6) satisfies
arguments based on the asymptotic balance of the dissipation rate

equation(Tennekes and Lumleff15], pp. 88—92) in the form

5 €ij=q;j . (22)
—2V2(A§A§ugug)ooc—2yz g T (14) We may assume, therefore, that this analytical relationship holds
A7 along the entire two-component state and suggest an expression
where\ and 7 are the Taylor microscale and the Kolomogoro{)rI E’)Vasr.tltlon of the dissipation tensoe;; for such a state as
length scale, respectively. These scales can be interpreted in te %Q .
of the dissipation rate as
5Vq2 1/2 V3 1/4 1 — uirujr

A= e , n= E_h . (15) Eij:ZVAxui Uj+?€h- (23)

Journal of Fluids Engineering JULY 2004, Vol. 126 / 629

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



It can be showr(Jovanovicet al.[13]), that a Taylor series ex- We may follow the same analytical path as outlined above for
pansion near the wall for the instantaneous disturbances leadshte treatment of the velocity/pressure gradient correlations, which
relations for the asymptotic behavior of the componentg;ofn  can be split into the pressure-transport term and the pressure-

close agreement with those obtained fr¢28). strain term:
|
1| op’ ap’ 19— 1 4 p' (au; o
o= |y | = .y - — i+ | L4 ),
g p " x; Hi 9x; pz?xjp Hi pz?xip " p\dx; dx;
pressure-trans port pressure-strain ’

(24)

In wall-bounded flows the pressure-transport contribution is ustlihe equilibrium constraint leads to the equations for the stresses:
ally small and we may seek closure for the pressure-strain part by

considering the equation for the anisotropy of the stresses in a Ju; uj N auiup 1 aui uf 31
statistically homogeneous field: ot Koxe 2 v XXy (31)
day; 1 1 IL; 2ey which are of boundary layer character and do not allow amplifi-
St = 2| P &) F 5 |Pss| T ?Jr ?(aij_eij)r cation of disturbances in the boundary lay&chlichting[[22],

pp. 278-28%. In connection with this issue, it is interesting that
(25)  the results of Beckel23] on laser-Doppler measurements in the

where P;; = —u/u,dU; /dx,—u’u dU; /ax,. From this equation transitional boundary layer developing in the presence of natural
we deduce the asyr%wptotic behavior Hf; as da; /st—0 and disturbances corroborate the findings mentioned above. Inserting

e, —a;; , which corresponds to the cases of the axisymmetric di§30) into the dissipation rate equatid¢a9):

tortions when the “apparent” stresses approach the limiting states de, de, NG e 1 e,
located at the two-component limit: — +U—=|2—=—R,|—+=v» ,
ot z?xk 25 k 2 z?xkﬁxk
—_—

1
(I5}) 2ciso— @ij Psst 3 Pssdij— P

o =0
e to insure that ;0
1 (26)
(ILij)1c—aijPsst 3 Pssdij = Pij - (32)
) ] ) ] and specifying that the dissipation rate is always positéyes 0,
This behavior suggests that the pressure-strain correlations for #pg) at the critical point follows the energyas emerges from the

two-component state may be approximated as follows: work of Kolmogorov([24]), we deduce the transition criterion in
Taul aul Y terms of the Reynolds number based on the intensity and the
P (ﬂ i) Ul Pe— P, (27) 'ength scale of the disturbances:
p \oxi 9% 2 '
o (Ry)eri~105. (33)

The suggested closure approximatiq@8) and (27) satisfy the . . o .
concept of realizability introduced by Schumai2@] and follow Thus, the derived transition criterion suggests the permissible

closely the data obtained from direct numerical simulations gagnitudes for the intensity and the length scale of disturbances

turbulent wall-bounded flows in the region of the viscouSh=(R\)ci that guarante¢30) (Py= e, with €,=0) and there-
sublayer. ore maintenance of the laminar flow regime in the flat plate

boundary layer.
4 Determination of the Transition Criterion The critical Reynolds number is determined from the require-
i T ment that the boundary layer should be neutrally stable to small,
Using the suggested forms for the dissipation and the pressuggstistically stationary two-component disturbances, which is
strain correlations and for the dissipation rate equation, the trarguivalent to the localand therefore also globaéquilibrium dis-
port equations for the two-component disturbances can be writtglissed above. As a consequence of this requirement, the stresses

as ui’uj’ (and the energk) cannot grow in the boundary layer above
qu'u’ au'u! u'u! 1 2]_u_/ corresponding values of the free stream. However, this conclusion
Lyu——2L =21 (P,—¢)+-v——2L, (28) does not holds for the scale which must follow increases in the
at X 9 2 IXIX shear layer thicknesd.~ ) as it develops downstream. This be-
havior of g? and\ implies that the dissipation raig,=5vq%/\?
Y will decrease with increasing Reynolds number until it reaches
XXy some minimum value required by the dissipation rate equation to
(29) induce transition and breakdown to turbulence.
whereP, = PJ2. ' Examination. of anisotropy invariant maps of turbulence utiliz-
If we consider transition of the flow in the flat plate boundary"9 the numerical datab_ases of wall-bounded flo_ws at Iow_Rey-
olds numbers, shown in Fig. 4, suggests that invariants in the

layer with intention to provide quantitative description of the in-. bl hich Vi | the t t limit
teraction mechanism between the disturbances of the free stredrCUS Sublayer which are lying along the two-component limi

; tend to move towards the right corner point of the map, which
and the boundary layer, in the way proposed by Tay2di, then
: : P : rresponds to the one-component state, as®=).;; [25—29.
(28) immediately suggests stability towards small dlsturbancesl?_l%r this special situation, which is the realistic state of the distur-

the production is balanced by the dissipation: bances preceding breakdown to turbulence, theoretical consider-
Py=¢€p. (30) ations of Jovanovi@and Hillerbrand30] and all numerical simu-

ﬁEh (96h fhui/ui’( (9U| \/g Gﬁ

—+ = - —R,—+
at T Kaxy k dxq 25 “k
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Further convincing evidence supporting the above-discussed
I mechanism which causes laminar-turbulent transition and break-
down to turbulence is presented in the work of S¢2]. He
simulated the flow past a sphere at low Reynolds humbers. Using
very fine unstructured grids, he was able to resolve the develop-
ment of a thin laminar boundary layer over the sphere and the

Fig. 4 Anisotropy invariant mapping of turbulence in a chan-
nel flow. Data, which correspond to low Reynolds numbers,

show the trend as Re —(Re).;; towards the theoretical solution
valid for small, neutrally stable, statistically stationary, axisym-
metric disturbances (Jovanovic', Hillerbrand and Pashtrapan-
ska [29]). The shading indicates the area occupied by the
stable disturbances: for such disturbances a laminar regime

near-wake region behind it which undergoes transition, leading to
rapid development of turbulence. Contour plots of the turbulent
kinetic energy, the dissipation rate and the anisotropy invariants
reveal all the features of the transition process that can be pre-

dicted for small, statistically stationary, axisymmetric distur-
bances. Seid[32] was able to show that within the shear layer
which separates from the sphere, develops oscillations, then rolls
up vortex pairs and finally breakdown to turbulence, the flow is
initially very close to the one-component state.

lations available displayed in Fig. 5 show that not only the energy

but also the dissipation rate must vanish at the wall. Hence, tgBe Analysis of the Transition Process in Wall-Bounded
appearance of an indefinite tewfyk in the dissipation rate equa- Fiows

tion due to the imposed boundary conditions at the wall is not . . - ) )
surprising and suggests that it is not suited for the numerical treat-1 "€ governing equations describing the behavior of the laminar
ment when turbulence approaches a deterministic, one-compo rbulence transition proces&8) and(29), are identical with.
limit. However, the dissipation rate equation is of the bounda§oSe for fully developed turbulent flows in the region of the vis-
layer type and from it, it is possible to conclude that will ous sublayer close to the wall. We may attempt, therefore, to use
remain positive as long as 62V’5/25R)\)6ﬁ/k is also positive. ;he datda forthese.flows to extLactlnforrTgtlon al;)outt:he f:jmctlorr:al
Thus, the conservative criteri@B3) restricts the magnitude &, ependence R, in terms of the Reynolds number based on the

: . -+ global flow parameters in order to demonstrate the validity of the
?hng t?(;ﬁ\r/\?jgtri/ Tae)?;tlve valueseffrom developing locally within derived criterion(33) for the onset of turbulence in wall-bounded

In providing support for the above-discussed process whiéllﬁ)w.s (see the caption of Fig. Jc
causes laminar-turbulent transition and breakdown to turbulencc?],';1 Ir?rlljerle fltz)vih(;\\l/v:r;hee dd?)t\?eIdt?ﬁeoérgj;Zs(jee(:\{Fc:r?pigrgij?lilhegtRe :
the central role is played by numerical simulations which offe Ids numb ,rR =Hg /v. based on the full h | hiH) of th y
physical understanding relevant, however, for the dynamics gpids NUMDEre . ,uf Vs a§e on the tull heig ot the
axisymmetric disturbances as already discussed in Sec. 3 (ghannel and the friction velocity,. These data were calculated
>0). By casting the flow development around the airfoil at §0m databases of direct numerical simulati¢bBS) from Anto-
moderate angle of attack from the real space into the anisotrofi et al.[26], Kim, Moin and Moser{27], Kuroda, Kasagi and
invariant map, Jovic [31] was able to animate visually all phasedrata [28] Gilbert and Kleiser{33] and Horiuti et al.[34]. The
of the transition process and show that these remarkably coincRjgtted data closely follow the expected behavior, proportional to
with the theoretical predictions of the transition process inducét ", based on the evidence that, near the channel centerline, tur-
by small axisymmetric disturbances shown in Fig. 4 even over tiy@lence intensities scale with the wall variab[@8]. The least-
details: disturbances appear in the anisotropy map first at the osguares fit of the data from Fig. 6 yields
component limit and proceed to develop by decreasing the anisot-
ropy until it reaches the level required by the dissipation rate
equation to initialize transition and breakdown to turbulence.

in the boundary layer will persist up to very high Reynolds
numbers.

Hu 1/2
Rx:2.97j( ” ) —6.618. (34)
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Fig. 6 Cross plot of R, versus R~ for fully developed turbu- Fig. 7 Cross plot of R, versus RY? for turbulent boundary
r

lent pipe and channel flows at low Reglnolds numbers layer at low Reynolds numbers

By extrapolating(38) towards the established criterig83) we
By extrapolating(34) towards the transition criterio(83) using obtain the critical Reynolds number:
the friction coefficient valid for laminar flow conditions, we ob-
tain the critical Reynolds number based on the full channel height (Re )eri=17. (39)

and the centerline velocity as This value is in good agreement with the experimental results of

(RE) ¢ir=2260. (35) Tani and co-workers reported by Schlichtif@?] for transition
induced by a two-dimensional roughness element attached to the

This result is in close agreement with all accumulated observiggll and placed perpendicular to the stream direct&ee Fig. L
tions available from either numerical simulations or flow visual-

ization experimentgsee, for example, Orszag and K4IB§]; Ala-

vyoon, Henningson and AlfredssdB7]; Carlson, Widnall and Acknowledgments
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Modeling the pressure-diffusion process is discussed to improve the prediction of turbu-
lent recirculating flows by a second moment closure. Since the recent DNS research of a
turbulent recirculating flow by Yao et al. [Theore. Comput. Fluid Dynamics 14 (2001)
337-358] suggested that the pressure-diffusion process of the turbulence energy was
significant in the recirculating region, the present study focuses on the rapid part of the
process consisting of the mean shear. This rapid pressure-diffusion model is developed for
the Reynolds stress equation using the two-component-limit turbulence condition and
added to a low Reynolds number two-component-limit full second moment closure for
evaluation. Its effects are discussed through applications of turbulent recirculating flows
such as a trailing-edge and a back-step flows. Encouraging results are obtained though
some margins to be improved still remajfDOI: 10.1115/1.1779660

Introduction balances plausibly without it. Note that this is only true in such a
simple shear flow case though this might have been blinding us to
Sgonsidering the pressure-diffusion process. More recently, Straat-

in the turbulence energy transport equation were significant in {fean et al[g] alsho evatlluzteld the n_?_cr)]delsbfor the d}ﬁusmn prk(])cess
recirculating flow region behind a rectangular trailing-edge. suf? lz%ro;‘mean-sdgar urbu er;}ce.d_ﬁ € absence of mean 3 earl en-
prisingly, its magnitude was even larger than that of the she%?e them to discuss on the difiusive transport more directly.

Recently, the direct numerical simulatigpNS) by Yao et al.
[1] pointed out that the effects of the “pressure-diffusion” proce

production term of the turbulence energy and much larger thA4er €xamining Lumley's 5] model, one of their conclusions was
that of the turbulent-diffusion. This fact requires further considef@t the pressure-diffusion played a central role in establishing
ations on modeling the diffusion processes of the turbulence éHliSotropy in diffusive turbulence. This highlighted the impor-
ergy or the Reynolds stress transport equation. ta_mce_ of the pressure-diffusion, but _the role of the rapid pressure-
The diffusion terms of the Reynolds stress equation have bediffusion part was excluded due to its absence in the zero-mean-
modeled by the gradient diffusion concept. Daly and Har[@y Shear turbulence. .
proposed a rather simple model using the generalized gradienfhere were several other attempts to include the pressure-
diffusion hypothesiSsGGDH) for the triple moment: turbulent- diffusion effects since the DNSs of turbulent wall shear flows
diffusion process. Hanjaliand Laundef3] developed a model by [9,10] revealed that the pressure-diffusion balances the dissipation
simplification of the transport equation of the triple moment. Melrate in the region very near a wall. Amongst those attempts,
low and Herring 4] used effectively a simplified isotropic versionKawamura and Kawashimd1] and Nagano and Shimada?2]
of the HanjalicLaunder model. Although these models do noemployed a term consisting of the second derivative of the dissi-
include any model for the pressure-diffusion process explicitlpation rate in their modeled turbulence energy equation to obtain
they say that its effects are considered to be modeled altogetherasonable profile of the dissipation rate. The theoretical back-
with the turbulent-diffusion process. In fact, the models were usground of such a term came from the proposal of Yoshizgh@h
ally calibrated empirically so that the pressure-diffusion may kgy the two-scale direct-interaction approximati@rSDIA). Craft
effectively included. However, Lumley5] proposed separate and Launder[14] also devised a pressure-diffusion model for
models for each process. His pressure-diffusion model was dear-wall turbulence but using dependency on stress invariants.
rived from considering realizability conditions to the part of thedowever, the effects of those model terms are limited into a near-
pressure-diffusion including the triple moment, namely the “slowvall region and the mean strain effects are not explicitly included.
part.” According to his discussion, the slow pressure-diffusion Thus, the role of the rapid part of the pressure-diffusion term
process can be modeled as a sub-process of the turbuleffs not been well recognized. As mentioned above, the DNS of
diffusion. Note that the pressure-diffusion term includes anothggo et al[1] showed that the turbulent-diffusion was rather small
part consisting of mean strain, namely the “rapid part.” compared with the pressure-diffusion in the recirculating region.
~ Demuren and Sark46], and Schwarz and BradshdW| exam- since both the turbulent-diffusion and the slow pressure-diffusion
ined the performance of the above mentioned diffusion modeart are composed of the triple moment, those facts revealed by
using existing experimental data of simple flows with mean sheghe DNS imply that the rapid part is the main contributor to the
In their discussions, they had to neglect the unmeasurabjgsfile of the pressure-diffusion there. Such a flow, thus, cannot be
pressure-diffusion process, unfortunately. However, as Schwaigsired precisely without a proper model for the process. Note
and Bradshaw commented, the pressure-diffusion is certaiffya; trhylent-diffusion models or even aforementioned pressure-
small near the outer edge of a boundary layer so that the equaiift;sion models do not include the mean strain effects at all. This
is one of the reasons why many turbulence models perform poorly

Contributed by the Fluids Engineering Division for publication in ticeJBNAL in turbulent wake flows behind a bluff body In fact. it is well
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T. B. Gatski. Navier-Stokes equatioRANS) such as nonlinear eddy viscosity

634 / Vol. 126, JULY 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



models and second moment closures predict slower recoveryvefocity  correlation  term may be  written as
ELirSt])ulence properties in the region downstream a recirculation uj_vp_ 1 (azu;(u;uj> dVol

Hence, modeling the rapid pressure-diffusion effects should be p A4 Jyo\ Oridry ||
regarded as an important issue. Accordingly, Yoshiza¥@ re-
cently discussed the effects of mean strain on the pressure- 1
velocity correlation by the TSDIA and proposed a model form —
explicitly including mean shear for the turbulence energy equa- 1 3& duju; dvol
tion. This paper, however, discusses another attempt for modeling 2a 3x) Jyor Ok £l
the rapid part of the pressure-diffusion term by the same modeling
strategy as that for constructing the two-component-lifiiEL) &
realizable second moment closufMC) of the UMIST group
[14,17,18. In order to confirm the effects of the presently devel- (4)
oped model term, it is included in a low Reynolds numléRN) | e context of the single point closure methodology, a linear
full SMC which s called the TCL SMC18]. The considered flow ) = “2n e 2 1> 59 @ POTT i, results n 9y
field applications are the turbulent wake flow behind a trailing- P P 1
edge of Yao et al[1] and the back-step flow of Kasagi and Mat- 1
sunagd19]. <p}’1:§ukukuj (5)

for satisfying realizability conditions as Lumlejp] discussed.
This implies that the slow part is similar to turbulent diffusion:
d}j = —du;uju,/dx,, and with a smaller magnitude. Thus, at the
Modeling the Pressure-Diffusion current stage, the slow part can be considered to be absorbed in
the turbulent-diffusion model and it is not explicitly considered.
Derivation of the Basic Form. The transport equation of the (Note that we have to return to this point in the future study when
Reynolds stresfuj may be written as the triple moment modeling is considered further.
The rapid par'r<pjp2 is presently modeled as a linear function of
Dm both the Reynolds stress and a length-scale veéigras
el =75, T (UL} 60 ©)

. . ,
wheredjj, dij, Py, II; ande;; are, respectively, the viscous-There must be several options for determining the length-scale

diffusion, turbulent diffusion, production, pressure correlation a ctor. For the third rank tensqr” the general form satisfying
dissipation terms. The pressure correlation term is usually s .grmmétry in the indexek j may tge written as

into the pressure-straig;; and the pressure-diﬁusiaﬂﬁ- term: |
i

Yk
. pip ip p aui+ 3uj) ?:,31€k5jl+BZ(€I5jk+€j5kl)+BS€kajl+B4(€Iajk+€jakl)
I R I L,
9% oxi  pldx;  Ox; + Bst mamSji + Bel m(@imSjk + &jm ki) (7)
—_—
i wherea;;=u;u;/k—2/35; , k=u,u,/2 and B's are model coeffi-
3 E E cients. In order to determine the coefficients, the continuity and
( -, —— 5jm) the TCL turbulence conditions can be applied. The continuity con-
o P P dition: ¥}J=0, leads to
d? :
v NIk=(B1+4B2) ¢+ (Bs+ Ba+ Bs+4B6) €ag=0.  (8)
@) The TCL condition: ¢5,=0, if u,=0), on a plane boundary leads
to

whereu;, p, p and () are the instantaneous velocity, pressure, i % 12
fluid density and a Reynolds averaged value. The Poisson equa-x, | gx, Yk
tion of the instantaneous pressure and its integration far away

from a wall may be written as 4 &u_l ¢ st 1 2 Kt au_l ¢
- (9X2 &Xl 2 ﬁZ 3 :84 3B6 19X2 1 :81
2 2 ™ —
E(y_gz_a—(U|Uk_U|Uk)_2%ﬂ 2 1 (9U1
p X IX X IX| IXy - 553"‘ o+ 3 Bs| + 321385 k+ (?_)(3{(/2313,34}k
y oty auy, 2 4 2 4
11 J' (a uul o uku,> dVol 1 Co| Bi+2By— 5 Ba— 3 Ba— 5 B5— 3 Bs | K
—p== 7 gl 7 au’ 2
pT AT [\ x| axg  ax{axy) ] _ _
_ dug dus 2 1
1 ﬁ_U{(t?_U{ dVol - + 8_)(1{6231354}k+ é,_xz[es(ﬂl_ §ﬁ3+( o+ 3 Bs
27 J 0% oxy Il P 1 5
3
+€131335}k+ 5[52 Bat _5+§ 34_536))4
wherer is a position vector and a prime denotes that the quantity 3
is a function of the integration variable. Then, the pressure- =0 9)
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since du,/dx;=dU,ldX3=0, a;,=a,5=0, axn=—2/3, a;;=¢ . ouu dP
+1/3, agz= — 6+ 1/3, with § as an unknown value. Note that a d{’jz:% -
plane boundary condition leads t,/dx;=du,/dx3=0 while
the general TCL condition does not necessarily lead to it. Hows simply added to a TCL LRN full SMC. Another benefit of this
ever, in the present study, we follow this condition for simplicity, 1, is that we can include it in the diagonal element of the
because the boundaries of the present test cases are COMPOSGRLAiy of the discretized transport equation to stabilize the solu-
plane walls. . : L tion. Indeed, by doing so, the solution process experienced in this
Although we can derive several equations for satisfying Edgy,qy has been stable and thus total computational time has been
(8 and (9), many of them are not linearly independent. The res ot the same as that of the original TCL model. With the TCL
sultant linearly independent equation set is model, the length scale vectér is presently modeled as

(14)

B1+4B,=0 kLS
=—qA
Bat+4B6=0 & € o (12)
2 wheres is the dissipation rate df andd?" is Craft and Launder’s
B~ §ﬂ3:0 [14] inhomogeneity indicator defined as
B4=0 oo N N AATK e 16)
Be=0 (10) ' 0.5+ (NN IXi
5_ .

using Lumley’'s[5] stress flatness parametév:=1—(9/8) (a;ay;

—a;;@k@y). Note that in a fully developed wall flow,; is zero if

the indexi denotes the direction parallel to a wall sindé van-
(11) ishes. In order to optimize the coefficiedt in Eq. (12) a priori
testing might be useful, however, without the field data of the
DNS of a recirculating flow in the literature, it has been optimized
fhtough the applications. It is currently set as a constant value:

1=—0.05.

Solving the system of equations in termsgf yields

Bo=—14B,, B3=312B1, Bs=PBs=0, Be=—3/8B;.

Thus, 8, is an undetermined coefficient to be optimiz€dn the
most general TCL condition, however, further equations such
Bo—2B,4/3=0 andBs=0 need to be satisfied. These require th
the optimized coefficienB; also vanish at the TCL boundary. To
meet this, the coefficient needs to be a function of the stress flat-

ness paramete, that also vanishes at the TCL boundary, say

B1=cA%) Consequently, the basic form of the present rapidlCL Second Moment Modeling

pressure-diffusion model may be written as Craft and Laundef14] proposed a TCL SMC after a series of
development for a full realizable SMC by the UMIST group. The
employed pressure-strain model is the cubic quasi isotr@pig
model of Fu[17]. The Craft-Launder model is the first LRN ver-
sion of its series totally free from topographical parameters. Its
re-distributive term was modeled as

&5 = dija+ dijo+ S+ S 17)

where ¢71' and ¢|% are the correction terms for inhomogeneity
effects. The cubic QI pressure-strain model employs the most gen-
eral forms forg;;; and ¢, as:

d
dﬁzza(zpfzéim+ ¢ 6im)

AUy 1
(:)_xlﬁlk €05 — Z(€|5jk+€j5k|)

J
T Xy

3 3
+ zekajl - gem(a|m5jk+ajm5k|)) Sim

1 3
+(€k5il_z(€l5ik+€i5kl)+ Eekail
1

aikajk_ §A26ij ) ] —CZsaij

$ij1=—Cig| &+ C;

- gem(a|m5ik+aim5k|))5jm]}- (12)

A Variant Form for Implementation. As Lumley [20] bijo= —0.6( Pij— E Picdij | +0.3; pkk_olz{wskl
noted, there are several ways of splitting the pressure correlation 3 K

term into the pressure-strain and pressure-diffusion terms. The

; ; : Uy, —au — oy
form discussed by Mansour et #8] and used in Craft and Laun _ (uiuk_]+ujuk_l) —cy{Ay(P;;—Dy))
der[14] may be written as k X %
wu, d° AT A, 1
= ;’;+TJ§ (13) +3amianj(Pmn= Dmn)} + €2 | 727 77| Pii— 3 91 P
—_—
' 1 1
wheredﬁ} anddﬁ* are the redefined pressure-strain and pressure- T T PERRT
diffusion terms, respectively. The model df,, by Eq.(12) van- +0_1[ —om Pim ﬂpim) _Z 5ijﬂ Im]
ishes in a fully developed turbulent flow parallel to a waltjfis k k 3 k
zero with the index denoting the direction parallel to the wall. TATATTE BT TR
Consequently, the pressure-diffusion term of Eig) does not +O'J_( TSk S i m)(6Dk,+13kSK|)
affect the prediction of such a flow field. Usually, any established k 3 k
RANS model has been calibrated in such flows, and thus the form TRTSSTATS
of Eq. (13) is a desirable option for implementation into a well _ Tk i
calibrated model. Therefore, in the present study, the term: +0.ADw=Puw) K2 (18)
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Fig. 1 Computational domain and grid for flow behind a rect- 0 2 4 6 8 10 12 14
angular trailing-edge. vH
Fig. 3 Streamwise velocity along the centerline.
Where Azzaijaij 5 P”: _(m(gu_]/(?xk“rm(?u_'/(?xk)v D”

= — (Ujudud ax;+ ujudud ax), and Sj=du;/ox;+du;/ox; .
The inhomogeneity correction term$}}‘f and ¢:J“g effectively Rectangular Trailing-Edge Flow. Figure 1 illustrates the ge-
replace the traditional wall-reflection terms using inhomogeneigmetry of the wake flow behind a rectangular trailing-edge of Yao
indicators which are basically the gradients of turbulent lenggf al- [1]. A developed boundary layer flow comes in from the
scales. This model is realizable and validated in the TCL turbiplet boundary at the Reynolds number of 1000, based on the
lence boundaries. Even though the model equations look comfee-stream inlet velocityJ, and the trailing edge heigiti. The
cated, it is thought to be rather economical because the realisapesent 2-D computational grid consists of five blocks and 30,650
ity contributes to rapid convergence of the solution. rectangular cells in total. The grid points are distributed nonuni-
Later, Batten et al[18] of the UMIST group modified the formly to set the first grid points from the walls in the distance
Craft-Launder model and extended its applicability to compresgnder unity of the wall unit. A grid-refinement test with a finer
ible flows. The present study thus follows this modified versiorlrid having twice node points in each direction has indicated that
Note that although the original Craft-Launder model employs tH#imerical errors are unimportant with the present gsiele the
HanjalicLaunder[3] model for the turbulent-diffusion, Batten COmparison in Fig. B
et al. returned to the usual GGDH of Daly and Harlfgy: Figure 2 compares the mean velocity distribution with that of
e the DNS of Yao et alf1]. Although both of the TCL models with
auiuj>

gt :i(c U — (19) and withoutdﬁ*2 term perform equally well, discrepancies can be
Uoax\ T e ax seen on the centerlingH=0. (The TCL model means the TCL

with c,=0.22. See Appendix for further equations and coefficientsodel Withoutdi”j*2 hereafte. In order to confirm this, Fig. 3

of the TCL model. compares the predicted streamwise mean velocity along the cen-
terline behind the trailing-edge. It is obvious that including the

Results and Discussions dﬁ*z term reasonably improves recovery in the wake region though

All numerical computations have been performed by a genefhf€2ds to a slightly shorter recirculation.

unstructured grid code of Suga et E21] using the PISO scheme Figure 4 compares the Reyncilds stress distribution. Although

(Issa[22]) with the Rhie-Chow{23] type interpolation and the the agreement is not perfect, tUE2 term generally improves the

third-order MUSCL type schemgran Albada[24]) for the con- predictive performance of the TCL model. There can be also

vection terms. found clear discrepancies between the models. In the recirculation

Journal of Fluids Engineering
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Fig. 2 Mean velocity distribution in the trailing-edge flow.
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Fig. 5 Mean velocity gradients in the recirculating region of
the trailing-edge flow.

vl

stress component and acts as a source term. Due to the other
T T 0 a6 ar o s 0 es 0 s transport processes, the value at the centerline also tends to in-
V10 crease except foov. As shown in Fig. 5, althougldu/dy and

() dulax vanish at the centerlineju/dx and dv/dy respectively
have positive and negative non zero values. Consequently, the
production terms there beconig ;= —2u?du/dx<0 and P,,=
—2v?dvlay>0. Then, the amplification effects around the cen-
terline tend to be canceled faf but further amplified fow?. This

is one of the reasons of the different tendencies of the normal
stress components with the present pressure-diffusion term around
the centerline. Due to the increase of the sum of the normal com-
ponents, the recovery of the mean velocity profile along the cen-
terline is improved.

2.5 A3 =3 X H=5

2 0 0 0 0
9.8.0 9

i

0 05 0 0.5
U0 Back-Step Flow. Another evaluation of the effects of tluiﬁ*z
term has been performed in the back-step flow of Kasagi and
Matsunagd 19]. Its Reynolds number is 5500 based on the step
heightH and the inlet centerline velocity .. The computational
grid used has a structure similar to that for the trailing-edge wake
flow and consists of 19,000 rectangular cells in the domain of
—5H=<x=<30H. The grid resolution has been confirmed to be fine
enough since a finer grid with twice node points in each direction
has produced less than 2% longer reattachment length than that by
the present grid. The predicted reattachment length ikl 68

. , both the cases with and without tlulﬁ*2 term though the experi-
0 03 : mentally measured one is 615
@ V10 Figure Ga) shows the distribution of the mean velocity. It is

) o o obvious that thedi‘}*2 term does not affect the mean velocity dis-
Fig. 4 Reynolds stress distribution in the trailing-edge flow. tribution and both the model predictions are well agree with the
experiments. In the distribution of the Reynolds shear and normal
stressesFig. 6(b)—(e)), although both the model predictions agree
region atx/H=1, the TCL model overpredicts the shear stre Vé’e” with the expe_riment'_s, there can be seen _slight d_iscrepancies
_g—v (Fig. 4(a)) résulting in a little high Ipevel of streamwise nor_sbetween the pre_dl_ctlons in the bot_tom half region behind the step.
. . . * It seems to be difficult to judge which model performs better from
mal stresauu (Fig. 4(b)). Although including thed; term tends  the comparison with the experiments. However, slight improve-
to enhance the overprediction of the shear stress there, it does ot of theo distribution by thed®”. b ved
affect theuu distribution and does improve thev distribution ment ot thevu distribution by ij2 (€M can be recognized.
near the centerlin€rig. 4(c)). In the sections downstream of the Budget Terms. For assessing the effects of the modeled rapid
recirculation &/H=3), all the profiles of the development of thepressure-diffusion term in the recirculating flow regions more di-
Reynolds stresses are obviously improved bydjjf@term though rectly, the behavior of budget terms in the transport equation is
v is still smaller near the centerline. This encourages the presélificussed. Fig. (&) compares the turbulence energy budgets by
modeling strategy though further considerations may be needg@ DNS[1] and the TCL model withdipj*z at x/H=1 of the
for the recirculating region. trailing-edge flow. Since the length of the recirculating bubble is
The DNS data show that the pressure-diffusiorkaff, has a roughly 2H (see Fig. 3, the section is in middle of the recircu-
great positive value in the shear layer at the section/bf=1 lating flow region. Clearly no predicted process accords well with
(the related discussion will be made in the later section with Fithe DNS data(Note that due to the elliptic nature of the flow, the
7). Thus, the present pressure-diffusion term of each Reynolsisction integral of the pressure-diffusion term indicated by the
stress component modeled a,TujdE/k has the same sign as theDNS is not zerg. Apart from the pressure-diffusiodf, the dis-

©

2.5 =g

wH

® oo n o o o 0 %

o
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]
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Fig. 6 Mean velocity and Reynolds stress distribution in the back-step flow.

sipatione and the turbulent diffusiod}, need to be improved. Due 0.008 ' ' ' ' '
to the overprediction of-uv at this position as shown in Fig. 0.006 | -0 & .
4(a), the productiorP, is overpredicted thougR, itself does not e * By
. : : 0004 F S L - o d 1

need any modeling. However, the predictl keeps a certain F A S — s ¢
level and distributes quite differently from the turbulent-diffusion 0.002 ' 1
term. Thus it can be said that ttjﬁ*z term leads the solution to the 0 e N Bt
right direction though its effect is still unsatisfactory. T

Figure 1b) shows the comparison of the budget terms ofkhe -0.002 XH=1 A
equation atx/H=4 in the recirculating region of the back-step 0.004 ) , L , \
flow. The section is also around the middle of the recirculatior R 0.5 ] 15 2 25 3

because the reattachment position isHh.3he DNS data of Le

et al.[25] are used for comparisoliThey performed the DNS of @
a back-step flow whose Reynolds number was 5100. Although th a
flow boundary conditions are different from the experiments,

wH

Kasagi and Matsunaghl9] confirmed that the experimentally 0.02
measured budget terms well accorded with the DNS of Le et a 0.015
near the bottom wall.Unlike in the Fig. 7a), each of the pres- 0.01
ently predicted profiles generally well agrees with that by the '
DNS near the bottom wall. It is also noticeable that the tendenc 0.005
of each process is very different from that in the trailing-edge flow 0
though both the sections discussed are thought to be in comp _0.005
rable position of the recirculating flow. In the back-step flow, the 0.0
pressure-diffusion process is not so dominant as in the trailing )
edge flow.(Due to this nature, even without the pressure-diffusion -0.015
term, computations can be performed reasonably wdlhe -0.02
present pressure-diffusion term captures the general tenden

well. (b) wH

The existence of the wall g H=0 causes the aforementioned
differences between the two flow cases. Without a wall, the flow ig. 7 Budget of the k equation in the recirculating regions;
not damped at the centerline of the trailing-edge flow, and thus tf@ trailing-edge flow, (b) back-step flow; symbols: DNS, lines:
reverse flow is stronger than in the back-step flow leading to th€L+d%; , normalized by UYH,UYH.
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0.025 Figure 8 shows the distribution of the budget terms of the Rey-
0.02 nolds stress equationdn the DNS data set, the pressure-diffusion
0.015 is not split from the pressure correlation procésg, and thus
0.0 only present pressure-diffusion profiles are ploftédthough it is
0.005 . not perfect, generally reasonable agreement can be seen in each
' REg. process between the DNS and the present computation. This im-
0 & 2 . .
plies that each of the presently used model terms is reasonable at
'("(:’zf least for the back-step flow.

-0.015
-0.02

Concluding Remarks

In the present study, the pressure-diffusion process of the Rey-
nolds stress equation is modeled. The effects of the proposed term
in the two-component-limit second moment closure are discussed
0.02 T T T o I through the applications to turbulent recirculating flows. The fol-

0.015 lowing remarks are concluded:
0.01 1. Applying the two-component-limit turbulence condition, the
0.005 | rapid part of the pressure-diffusion process is systematically mod-

eled. Mathematical discussion determines most of the coefficients
leaving one undetermined coefficient. The undetermined coeffi-

0 4

-0.003 cient is optimized empirically through the applications.
-0.01 i 2. The presently proposed rapid pressure-diffusion model gives
-0.015 | x/H=4 A generally reasonable improvement in the prediction of the turbu-
-0.02 1 1 L 1 L lent recirculating flows.
0 0.5 I 15 2 25 3 3. The magnitude of the pressure-diffusion is significant in the
WH recirculating flow region behind the trailing-edge while it is small
in the back-step flow. The present model reasonably captures this
tendency.
0.02

4. Although obvious improvement in the recovery of the Rey-
nolds stress distribution can be found downstream the recircula-
tion zone, still further consideration to the model equati@mst
only the pressure-diffusion but also the other processes such as the
dissipation and the turbulent-diffusipmay be needed, particu-
larly, for the region just behind the bluff body.

0.015
0.01
0.005
0
-0.005
-0.01 b

0015t H=4 Appendix: Model Equations of the TCL SMC
-0.02 . L L L L The model equations not described in the main part are sum-
0 0.5 1 1.5 2 2.5 3 marized below.
wH In the Craft-Laundef14] model, to balance the near wall varia-
tion of the dissipation rate d{, the term
0.02 L7 0.5d, + 1.1d%) (vekAA,) 3] 20
0.015 Ea_xk[ PCpa( 08+ 1.1di) (vekARy) (20)
0.01 . . . Lo
0.005 is used fordf,, whered; is another inhomogeneity indicator:
' N, Ik 9 e)
0 i
di=——1p, N=—"—. 21
-0.005 - / 0.5+ (NN s (21)
0.0 F 3'-.‘ o 1 Thus, in the present study, the sum of E20) and the rapid par‘F
_0.015 F x/H=4 4 model: Eq.(12) formsdg, in Eq. (13). The presently used coeffi-
-0.02 L 1 L . . cient is
0 0.5 ! L5 2 25 3

Cpa=1.5(1—A?)[{1+2 exf — R/40)}A,+0.4R " exp
(—RJ/40)] (22)

where the turbulent Reynolds numberRs=k?/(ve). The inho-
mogeneity correction terms which were simplified by Batten et al.
[18] are

v/IH

Fig. 8 Budget of the Reynolds stresses in the back-step flow;
symbols: DNS, lines: TCL +d§}; , normalized by U3/ H.

shorter recirculation bubble whose normalized recirculation length ~ inh_: & [~ A A _§— AJA_ §— AJA
by the half of the edge heighivhich is equivalent to the step i1 = Twry (u,ukd| dicdij = 5 i didic— 5 ujuididi
heighy is about 4. This results in a stronger shear layer and
streamline curvature. Accordingly, the mean velocity gradients

& [— —— 3 N
+fW2F(umun UnUdpd 8 — 5 Uil Upuydfd

(particularly,du/dy as shown in Fig. phave steeper profiles there 2

and thus lead to a larger rapid pressure-diffusion process since

the process consists of the second gradients of the mean velocity _ Em mdiAdlA) (23)
components. 2
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Table 1 Model coefficients and functions in the TCL second moment closure.
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Loss Reduction Using Riblets on
a Supersonic Through-Flow Fan
Blade Cascade

An experimental and computational study to determine the effects of riblets on the per-

Todd Ninnemann formance of the Supersonic Throughflow Fan (STF) cascade blades was performed. The
cascade was tested in the Virginia Tech intermittent wind tunnel facility, where the Mach
Wing F. Ng and Reynolds (based on chord) numbers were 2.36 ans¥08 respectively. The riblet
sheets were symmetricgrooved type and were applied onto the blade surfaces. Three
Mechanical Engineering Department, different riblet heights were tested: 0.023, 0.033, and 0.051 mm. Riblet testing was con-
Virginia Tech, MC 0238, ducted at design incidence as well as at off-design conditions (incidence argles:10
Blacksburg, VA 24061 deg). Loss coefficients were measured and compared with a control test case where an

equivalent thickness of smooth material was applied to the blade. Results show that at the
design incidence, the riblet sheet with a height of 0.033 mm provides the optimal benefit,
with a reduction of 8.5% in loss coefficient compared to the control case. Smaller effects

were measured at the off-design conditions. In addition to the experimental study, a

numerical investigation of the riblet effect on the STF cascade was conducted at design
incidence. A simple method was developed to model riblet effects due to decrease in
turbulent viscous drag and the delay of turbulent transition on the blades. Conclusions

from numerical study indicate the 2/3 of the total decrease in losses are the result of

delaying the transition location. The final 1/3 decrease in loss coefficient comes from the
decrease in turbulent viscous loss¢BOIl: 10.1115/1.1667883

Introduction tion. Although riblets increased the wetted surface area, the net

Renewed interest in supersonic transport creates a need f result was a significant reduction in viscous drag when compared
P P b% smooth surface.

markedly new propulsion system to deliver a competitive and C0-\qst of the riblet research concentrated on subsonic and tran-
nomically viable commer_mal aircraft for the future. One approacfynic external flow with simple wall geometries such as a flat
to meet these demands is the new turbofan concept referred tg)a§e. One of the first researchers to investigate riblet performance
the supersonic throughflow fa8TH. The distinction of the STF was Walsh[8]. Through an extensive parametric study, Walsh
from a conventional turbofan is that the axial flow entering the fafound up to 8% drag reduction could be obtained with triangular
is supersonic. Potential advantages of the STF compared to a cdblets of height and span about twice the sublayer thickness. This
ventional turbofan engine include a 25% reduction in the propulesult was later confirmed by a number of other researchers Ban-
sion system weight and a 12% reduction in fuel consumptioflyopadhyay, Sundaraf®,10].

which combined would provide a 25% increase in range Fran-Similar results to those of the flat plate studies were docu-
ciscus[1]. mented for_ internal flow s_tudies. Most of _this research was cen-

Until recently, experimental studies to determine the feasibiliréd on pipe flow experiments. Rohr, Lil11,12. In cascade
of a fan accepting supersonic axial flow were limited, with BoxefoW: theré was only one successful riblet study reported. Feng

- L 13] studied a cascade of NACA-65-0100 compressor blades at
Savage, and Breugelmafia—4] providing only preliminary data. .
As a?esult the Ng\SA Lffv;is] Sesearc% Ce>r/1t2r initiate?jl the S‘IJ w speed. A decrease in losses of more than 10% was reported

. ) ith the performance insensitive to small changes in incidence
program to design, build, and test a fan rotor that operates w w angle

supersonic axial velocity from inlet to exit. In conjunction with g, supersonic flows, the amount of riblet research was limited
the STF development work at NASA Lewis Research Center, Vi 5 few studies in external flows. Robinsfb4] analyzed the
ginia Tech constructed a linear supersonic throughflow cascadestfects of riblets on turbulence structure at a Mach number of
study in more detail the flow physics of the STF fan rotor. Prev.97. Although no attempt was made to measure the change in
ous research at Virginia Tech with the STF cascade extensivelsag with riblets, Robinson believed that riblets could be effective
tested the original prototype blading design Bowersox, Chesria-supersonic speeds. Gaud#&b] studied the riblet effects of a
kas, and AndrewW5-7]. The emphasis of this research is to imflat plate. At a Mach number of 1.25, he measured a maximum
prove the performance of the STF cascade by modifying the blatgsluction of 7% of drag reduction. A preliminary study by Cous-
surface with riblets. tols [16] on a flat plate at a Mach number of 1.9, measured a
For more than a decade, evidence showed modifications to fRgXimum drag reduction close to 10%. Another experimental
geometry of a wall in turbulent flow can passively reduce viscoudy conducted on a cylindrical centerbody with Mach numbers

losses. This achievement resulted from the modifications of tNBTYing between 1.6 and 2.5 measured a reduction in drag of up to

surface of the wall with micro-grooves, known as riblets, ané'S% Coustolg17].

- N . . Even though riblets were successfully tested in a wide variety
aligning these grooves longitudinally with the mean flow d'recéf different flow environments, they were never tested in a flow

similar to that provided by an STF cascade. The flow physics is

Contributed by the Fluids Engineering Division for publication in ticeJBNAL [P ~ ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionone of supersonic internal flow where shock-boundary layer inter

March 12, 2002; revised manuscript received October 30, 2003. Associate Editor:3¢tion prevails. Also pr(?sent in the STF cascade is an O.Vera”
W. Copenhaver. favorable pressure gradient which accelerates the flow as it pro-
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Fig. 2 Riblet Material
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Three different size riblets were tested at design conditions. The
riblet material was manufactured byM3 and consists of vinyl
sheeting with machined-grooves and a self adhesive backing.
The height of the riblets were 0.023 mm, 0.033 mm, and 0.051
mm. With a blade chord of 100.3 mm, these heights of the riblets
were equivalent to 0.023%, 0.033%, and 0.051% of the blade
chord respectively. Figure 2 provides a description of the height,
spacing, and thickness of the riblet material. The spacing and
height for this riblet material are equal. Table 1 shows a list of the
thicknesses of the three different sizes of riblet materials used in
the experiment. Riblet material was applied to the surfaces of the
ceeds through the blade passage, thereby minimizing boundhtgdes by starting at the pressure side trailing edge and wrapping
layer growth. More detail of the unique flow field of the STRhe material around the leading edge. The application was com-
cascade is provided later in this paper. pleted at the trailing edge of the suction side. This procedure

At this time, the mechanism for the riblet's ability to reduceprovided a smooth continuous ribleted surface for the STF blades.
viscous losses is poorly understood. In this study, the size of theThe leading edge radius of the bare blade is 0.18 mm. The
riblets precludes any detailed measurement in the riblet vicinitgpplication of the riblets produces an increase in the radius of the
The purpose of this research is to study the effects of riblets on tleading edge. Due to the supersonic nature of the STF cascade,
supersonic through-flow cascade blades by measuring differeneay increase in the leading edge radius results in a significant
in the wake profile downstream of the cascade. Experimental iserease in the losses from the leading edge shock. As a result, the
sults of riblet effects on the STF blades for varied riblet heightiblet performance was not compared to that of a smooth bare
and different inflow incidence angles are presented in this papklade; rather, an “equivalent” control test case needs to be estab-
This is followed by a numerical study as an attempt to explain thished for a valid comparison with the ribleted blade. The ideal
riblet effects on the loss reduction. control test case would have been to apply a layer of smooth

material with the exact same thickness as that of the riblet sheets
: tested in Table 1, and then measured the losses in the cascade with
Experimental Setup this layer of smooth material and compared the results with the

The riblet study was conducted at the Virginia Tech 2-D supejpsses obtained with the ribleted blade. However, after an exten-
sonic cascade wind tunnel. The tunnel is a blowdown facility thatve search, smooth materials of the exact same thicknesses as that
has an operating time of approximately 20 seconds at Mach 2.23@own in Table 1 were not available. Instead, a sheet of smooth
The test section, 15:222.9 cm, consists of six blades. As seen ifnaterial with a thickness of 0.081 mm was used. By applying two
Fig. 1, the circular test section doors are designed to rotate fayers, a thickness of 0.162 mm (0.081 i) of smooth mate-
facilitating the testing of the blades at different inflow incidencgial was created. The performance of the ribleted blade was com-
angles. Riblet tests in this study were done at design incidenggyed to that from a blade with an “equivalent” thickness of
+5 deg and—10 deg incidence. The cascade wind tunnel wasmooth material. The performance of the blade with this “equiva-
typically operated at a Reynolds number of approximately 4{ént” thickness of smooth material was obtained by linearly inter-

X 10° percm. The freestream turbulence intensity is approxpreting the downstream total pressure profiles from the testing
mately 1%, and the inflow Mach number is uniform #d.05. using one layer of smooth materi@.081 mm thick on the blade,
Characteristics of the tunnel flow are more fully documented s well as the testing based on two layers of smooth material
Chesnaka$18]. (0.162 mm thick on the blade. In the following, this interpreted

The cascade blade shapes were derived from the NASA Lewissult is referred to as an “equivalent” layer of smooth material.
baseline STF rotor at mid-span. The chord len@hwas 100.3  Since the riblet material thickness is not uniform, an appropri-
mm, spacings, was 30.2 mm, and span was 152 mm. The solicite thickness must be determined for the riblet material on the
ity, o, of the blades was 3.32 and the maximum blade thickneksmding edge of the STF blades. In an attempt to answer which
was 5.8 mm. appropriate thickness should be used for the riblet material, the

Measurements were made with a Pitot-static probe at a traverse
location approximately 1/3 chord length downstream of the trail-
ing edge of the blades. The probe traversed in the direction par-
allel to the trailing edge of the blades for at least one complete

Fig. 1 STF Test Section

Table 1 Thickness of Riblet Test Material

pitch. The measured Pitot and static pressures were used to calcu- Thickness
late the total pressure. The total pressure was integrated across the Material (mm)
pitch to calculate a mass-averaged loss coefficient. This loss eg - -

efficient was used to evaluate the overall performance of the r :8%2 mm ﬂg:gm {:E:g% 8:(1)22
lets. A description of the probe and the calculation for the 105051 mm height riblet 0.137

coefficient can be found in ChesnaK4ds].
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. . Table 2
Design Incidence

Freestream Wake Mass averaged
M *+3.7% +2.0% —
P; +7.4% +2.3% *+7.1%
w — — +0.068

Bow Shock

to the blade pressure surface at about 20% chord from the leading

) Pre-compression edge_, forming a bubble. This sep_aration bubble is followed by a
V Shock : localized adverse pressure gradient on the blade surface. As a
result of the shock-boundary layer interaction, a separation shock

and a reattachment shock are formed and impinge on the opposing
suction side blade surface.

At +5 deg incidence, the bow shock from the leading edge of
the pressure side is strong enough to cause the flow to separate
0.033 mm height riblet material is applied only to the leading edgghen it impinges on the boundary layer on the suction surface of
of the STF blades, and compared to results obtained by applyithg adjacent blade. This separation starts at about 40% from the
one layer as well as two layers of smooth material to the leaditgading edge. The separated flow reattaches on the suction surface
edge of the STF cascadgn this case, the smooth material cov-at about 60%, forming a separation bubble. The resultant separa-
ered 5% chord near the leading edge of the blade on both tiien and reattachment shocks propagate downstream striking the
pressure and suction side8ased on this comparison, it's deter-adjoining pressure surface.
mined that the appropriate leading _edgg thickness should be MeFaip ot Height Study. Three different riblet heights were
sured up to the riblet pedlas shown in Fig. 2 Thus all results of d at desian incid - 0.023 0.033 d 0.051
the riblet study presented in this paper are based on the thickn&?&'e at design incidence. . mm, ©. mm, and ©. mm.

measured from the peak of the riblet. Details of this leading ed egrsci silrfessuW«;rseor::izoﬁg\?vsbigau?gvitdheeyaS?eo(;/\tﬁ?iolr? iF:]re\\//i?éJOSusre-
study are available in Ninnemanm9]. p P

losses. For the three sizes tested in the STF cascade, the 0.033 mm
_ height riblet material provided the optimum benefit, with a reduc-
Experimental Results tion in mass-averaged loss coefficieaty, of 8.5%. The reduc-

The goal of this study is to measure small differences froffPn in mass-averaged loss coefficient was defined as
riblet effects in the wake profile behind the STF cascade blades.
This is accomplished by comparing the mass-averaged loss coef- Aw=
ficient and total pressure profiles of the ribleted blades to an @ smooth
equivalent layer of smooth material. Presented first is a descrip-The measurement uncertainty for the Pitot/Static probe is de-
tion of the major features of the flow field for design and offtailed in Chesnakagl8], and is summarized in Table 2. Uncer-
design conditions in the STF cascade that provides a unique teshties listed include both bias and precision errors. Bias errors in
for a riblet study. Results from the riblet height study, in whictyeneral, predominate.
three different heights of riblets were tested, are then presentedPrevious researchers’ findings Walsi, Gaudet[15] demon-
Finally, the influences of incidence angle, off-design conditionstrate that a wide range of riblet heights, defined in terms of the
on the performance of the riblets are described. h* parameter, provide a decrease in viscous losses.hThpa-
rameter is defined as

Fig. 3 Flow Field Description, Design Incidence

Wriblet— ™ smooth

Flow Field Description. The major characteristics of the flow
field in the STF cascade for design,10 deg incidence, anet5 u.h
deg incidence are briefly described. The flow physics differ for all h*=
three incidence angles and each provides a unique environment Yw
for the riblet study. The description of the flow field is based onwhereu, is the friction velocity,h is the riblet height, and,, is
combination of techniques: surface oil flow visualization, surfadée kinematic viscosity at the wall. An optimum reduction is
pressure measurements, and shadowgraph photography. Addhieved at approximately an® of 13. The trend for riblet
tional details on the STF cascade flow field can be found in Areights shows the benefit diminishes as the height digresses from
drew and Ng20], Chesnakas and N@]. the optimum riblet height. The results from the STF riblet height

A schematic of the major flow field features of the STF cascadtudy, along with their uncertainty band, are presented in Fig. 4.
at design incidence is displayed in Fig. 3. A favorable pressufde maximum benefit of 8.5% occurs at the intermediate height
gradient exists through the blade passage that limits bound&egted of 0.033 mm. Smaller benefits of 1.8% and 5.1% result
layer growth and helps prevent massive flow separation. Bdvom the 0.023 mm and 0.051 mm height riblets, respectively.
shocks originate at the leading edge of the blade and move dov@winciding with the STF cascade results in Fig. 4 is the trend for
stream into the blade passage where they reflect on correspondibtget heights which from previous studies Wa[&1] appears as a
blade surfaces. At design incidence, the blades are designedstaded region. The STF riblet height results demonstrate a similar
prevent boundary layer separation from the shock-boundary layernd when compared to previous research.
interaction. A pre-compression wave forms due to a coalescencelhe comparison of the mass-averaged loss coefficient provides
of Mach lines above the concave curvature at the leading edare assessment of the overall performance of the ribleted STF cas-
suction surface. This shock reflects at the adjoining pressure scaidle, however it does not indicate where the benefit occurs. To
face and back to the suction surface near 3/4 chord. At the trailibgtter understand the riblet effect on the STF cascade blades, total
edge, weak “fishtail” shocks adjust flow conditions. pressure profiles of the riblet and equivalent layer of smooth ma-

At —10 deg, incidence, the bow shock from the leading edge tdrial are compared. Calculation of the equivalent layer total pres-
the suction side is strong enough to cause the flow to separatee profile requires interpolation between the profiles of one
when it impinges on the boundary layer on the pressure surface(@f081 mm thick and two layers(0.162 mm thick of smooth
the adjacent blade. The shock-separated region is located at abaterial, to the riblet thickness of 0.135 mi®.033 mm height
10% chord from the leading edge. The separated flow reattachiset).
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Table 3 Off-Design Results

1¢
0 _ Incidence % change in
S 1 F —10 de 3.0
2 1 E Designg -85
‘g 2 F +5 deg -25
S 3F
2 4t
(,',,’ 5E pressure ratio is greater than 1.0 at this locatidfinally, the
8 E profile passes through the blade wake and ends in the core flow
;_.' 5 ] region above the suction surface of the wakeg/&=0.5.
e TFE The total pressure profile comparison indicates the riblets pro-
o 8E vide a reduction in mass-averaged loss coefficient. The higher
3 values of total pressure in the riblet profile are indicative of lower
O 9¢ losses. The only location where the riblet profile is lower than the
10 E smooth layer is ay/S=—0.4 which is also the location of the
11 £ NS Y o] e gl reflected bow shock in the survey. Small changes in the total

0.02 0025 003 0 ) ' 0045 0 05 005.;5 00 Pressureare present throughout the profile; both in the wake and

- core flow regions. Through the integration of the profiles, the total

Riblet Height (mm) amount of 8.5% change in loss coefficient is determined. Another

s L el e s tonenasd) approach to view the effect of the riblets is to divide the profiles

0 5 10 15 20 25 30 into two regions; core and wake, and calculate the loss coeffi-
ht cients for each regiofe.g., wake region in Fig. 5 ig/S=0.0 to

0.3). This technique reveals that out of the 8.5% change in mass-
Fig. 4 Riblet Height Study (Shaded band is the trend based on averaged loss coefficient, 70% of the net benefit in the profile
previous studies ) occurs in the wake region, with the rest found in the core flow.

Off-Design Study. The off-design cases of5 deg and—-10
] ) ) ] deg incidence are tested with the optimum riblet height for design
Total pressure profiles for the optimum riblet height of 0.033onditions of 0.033 mm. As described earlier, the flow physics
mm and the equivalent layer of smooth material profile are showfiside the STF cascade changes with the incidence angles. The
in Fig. 5. The total pressure profiles are nondimensionalized Bynount of benefit the riblets provide also varies. The performance
the total pressure measured upstream of the STF cascade. dfighe riblets on the STF cascade blades for the off-design study
traverse locationy, is nondimensionalized by inter-blade spacingre presented in Table 3. A small benefit of 2.5% is provided by
S The profiles consist of a pitch-wise traverse approximately 1{Re riblets at+5 deg incidence. A penalty of 3.0% is seen for the
chord length downstream of the blades. The profile starts at-a0° incidence. Compared to the benefit provided by the riblets
location of y/S=—0.5 in the core flow and moves toward theat design incidence, the riblet effect for off-design conditions is
pressure surface side of the wake. y¥6=—0.28 in the profile small. To better understand why the performance of the riblets has
the location of the “fishtail” shocks are indicated by the smalthanged for the off-design cases, total pressure profiles of the
spike in the total pressure profiléNote that due to probe resolu-riplet and equivalent layer of smooth material are compared.
tion problem and the Uncertainty in the data, the measured tOtaror the +5 deg incidence, a 2.5% reduction in mass_a\/eraged
loss coefficient is determined for this off-design case. Recall from
the flow field description, the impingement of the bow shock on

1 - ‘ the suction surface results in the separation of the boundary layer.
C ;- j ! As a result, only a small difference in the total pressure between
[ /“f 1 MY riblet and smooth layer occurs in the suction side of the blade
- 09 p—r ‘\\\ ‘ . wake as compared to the pressure side. The separation of the
5; [ wit boundary layer appears to diminish the riblet benefit on the suc-
< 08 L 1 \l\ /i tion surface of the blade.
L | i’ Unlike the case oft5 deg incidence, the-10 deg incidence
o 3 K \ / condition shows an increase in losses when riblets are applied to
5 07 ¢ | the STF blades. In the 10 deg incidence case, the boundary layer
% L Pressure "x { Suction separates and reattaches on the pressure surface of the blade. Fol-
g 06 F Surfac 1 Surface— lowing the reattachment, the boundary layer encounters a signifi-
— C cant localized adverse pressure gradient on the blade surface. As a
g s \ [ result, the total pressure from the riblet profile is considerably
et 05 ¢ lower than the smooth layer profile in the pressure side of the
—0.033 mm Riblets \ [ wake. Th.us the overall mas_s-averaged loss coefficient is incre_ased
04 | --Equivalent Layer by 3% with the use of the riblets, when compared to the equiva-
- \ / lent smooth layer.
03 r \ Numerical Simulation
s 1 P S ENI S S S The Ios;es in :rl_hhe STF casclade are thr:a result %f bothdshock and
- : viscous effects. The viscous losses in the cascade at design inci-
06 -04 02 0 0.2 0.4 06 dence are no more than 1/2 of the total losses Chesnakas and Ng
y/S [6]. Therefore, the maximum 8.5% decrease in loss coefficient at
design incidence represents a significantly greater reduction in the
Fig. 5 Measured Total Pressure Profiles Normalized by Up- viscous losses. Taking into account the increase in losses due to
stream Total Pressure, Design Incidence the enlarged leading edge radius of the blades from the riblet
Journal of Fluids Engineering JULY 2004, Vol. 126 / 645
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material, the 8.5% decrease in the total loss coefficient corre-Turbulent Model. The Baldwin-Lomax 26] turbulent model
sponds to approximately a 25% decrease in the viscous lossgas used to provide closure for the ANSERS code. This model
This is much greater than the 10% decrease in turbulent viscouas chosen for its robustness and ease of implementation. The
losses that has been reported by other researchers and sugdgatiwin-Lomax model is an algebraic eddy viscosity model
that the riblets are decreasing the viscous losses in another mahich handles the turbulent boundary layer as a composite of two
ner. As a result, a numerical study was performed to investigd@yers; an inner and outer region. To model for a reduction in
two different riblet effects: a reduction in turbulent viscous lossdsrrbulent viscous losses, one parameter in the turbulent madel,
and a delayed transition location of the turbulent boundary layévan Driest damping coefficiehtwas modified.
on the surface of the blade. . . .

In the numerical simulation, the two riblet effects were studie, (:Fi;bloer: t-[llgtgj.:.inia'\ggggg ﬁlai?jzghevisto d:i/rgr:)lateed tfr:)er {%t:eé;fd-win-
separately in order to determine the contribution from each ribléﬁ) P

effect on the total decrease in losses. The delayed transition effﬁ](gnasxelty erl;ult?]r;t tmu?k?jle'nieaﬁ]ké%reﬁh;gsptxgaﬁﬁgﬁ T;Ogﬁ:]brll:tél?iﬁtsa

was established by initiating the turbulent boundary layer furth Lcrease in turbulent viscous losses b adjustingAtheparam-
downstream on the blade’s suction surface in the simulation. Mod- "' he Van Driest d in f Y ad) hi _dep f d
eling for the decrease in turbulent viscous losses due to rib er in the van Driest damping factor equation. This idea for mod-

afng the riblet effect is based on the work conducted by Schetz

rgquireq modifying the existing tgrbulent mopiel..The numeric nd Nerney[27], who successfully modeled surface roughness

simulation focused on the flow field for design incidence On%ffects with the ’Reichardt turbulent model

W'tth an e(rgf)rlat')sls f(f).r.mod%;ntg;hthehfltt:ca(t)l%rclﬁwhere there is aNThe riblets’ effects in a turbulent boundary layer are a reduction

optimum riblet benefiti.e., riblet height of 0. min in viscous losses and a corresponding upward shift in the law of
Numerical Model. The code used in this simulation wasthe wall profile. Based on classical surface effects on the wall of

ANSERS (Algorithm for the Navier-Stokes Equations using théhe law plot ofu*® versusy* Schetz[28], riblets act like “nega-
Reimann Solverdeveloped by Thomas and Walt¢2?]. Signifi- tive roughness” with a shift upward and to the left from the
cant improvements to the original code have been developed $y00th surface profile in the logarithmic region. On the other
Taylor, Brock[23,24], and Andrew[7]. In ANSERS, the com- hand, an increase in dr.ag, from roughness effects, produces a shift
pressible, 2-D, full Reynolds-averaged Navier-Stokes equatiofi@wnward and to the right. The slope of the lines for both rough-
are solved by a time marching method. The integral conservatiBgss and riblets effects, however, remains the same as the smooth
law form of the governing equations are solved with a celfurface line Sawyer and Wintg29] and Schet£27]. _
centered finite-volume formulation. The upwind scheme of Roe From the literature, in the Van Driest damping factor equation,
[25] was used to evaluate the inviscid flux terms. In this papdh€A " value of 26 was chosen because it provided the best agree-
spatial discretization for the inviscid flux terms is third-order achent with the experimental, smooth surface law of the wall pro-
curate upwind-biased. The viscous fluxes were determined byfilgs Baldwin-Lomax[26]. For the same reason, different values
second-order accurate central differencing method. of A" can be used to describe the micro-surface effects on a

A periodic C-mesh was used to model the STF cascade bladdrbulent boundary layer profile. When comparing with smooth
The mesh was generated with an elliptic grid generator. The ggdrface results, higher valuesAt would represent a reduction in
contains 481 cells in the stream-wise direction and 61 cells in thEscous drag(upward shift in the law of the wall profileand
pitch-wise direction. Grid points are closely packed to the blad@wer values would represent an increase viscous @fagnward
surface with additional points concentrated near the leading aiift in the law of the wall profilg

trailing edges to ensure proper resolution of the flow physics. elating A" to Change in Drag{AD). To determine the in-
Adequate clustering was verified to resolve the viscous layers afllsjznce of differeniA* values on a turbLJIent boundary layer pro-

the shock layer sufficiently. Only limited study on grid resolutloq”e, a numerical flat plate simulation, with zero pressure gradient

was performed in this rgsearch. Solutions were grid mdepender\}ggs conducted. The inflow conditions for the flat plate simulation
in most part of the flow field, except at location of shock/boundarye e the same as the supersonic through-flow cascade. For the flat

layer interaction. . . . late study, the range d&* values varied between 24 and 37.
In general, the number of required iterations for (:onvergen%tarting with amA* of 24 in the Van driest damping equation, the

was typically 12,000, and were carried out at a CFL number of - . .
The applied convergence iteration was the consistency of the s Fﬁt plate simulation was computed. The calculated viscous drag

friction over an interval of 1,500 iterations; the completed preg‘-’fs compared o the smooth surface resA[f(=2§). N.eXt’ the
sure distributions converged more quickly. A™ value was incremented by one and the simulation was re-

Supersonic flow at the upstream, inflow boundary dictates t@ ated. This proc_:edure continued until the change in viscous drag,
four boundary conditions be specified there in an explicit manndtD; Was determined for the complete rangedf values from 24

These are density, two components of velocity, and pressure. B3+ HereAD is defined as

the out flow boundary, supersonic exit flow requires that for Dragiper— DraGmootn
boundary conditions are extrapolated from the computational do- AD= Dra
main. Density, two components of velocity, and boundary seg- Smooth

ments are specified as periodic over the cascade pitch. Two typeBased on the flat plate simulation results, a relationship be-
of boundary conditions are appropriate at the inner boundarytgeenA™ andAD is established. Compared to the smooth surface
no-slip, adiabatic condition at the wall, and periodicity along theesult, theA* value of 24 produces a 2.4% increase in viscous
wake centerline. ] ) losses. On the other hand, tA¢ value of 37 decreases the vis-
All calculations were performed with an inflow Mach numbegq s |osses by 10.9%. The range&f values and their corre-

of 2.36 and at design incidence. Four different simulations weggonding changes in drag are used to simulate the varied riblet
performed to investigate the riblet effects. In the first simulatioyffect on the blade surface.

the flow field was calculated for the smooth blades. This simula-

tion served as the baseline test and was compared to the simulatdelating h to A*. Unlike the flat plate study, the STF cas-
riblet results. In the next two simulations, the two riblet effectsgade simulation will not have a constant riblet effect—constant
turbulent viscous reduction and delayed transition, were calch® value—over the blade surface. Due to the flow conditions in
lated separately. Finally, in the last simulation, the combination tie STF cascade, the local riblet effect will vary along the blade
the two riblet effects was computed to determine the total dsurface. In the STF simulation, an estimatet! profile on the
crease in viscous losses. smooth blade surface is calculated to help determine the localized
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Fig. 6 Comparison of calculated skin friction coefficients, Fig. 7 Comparison of calculated skin friction coefficients,
smooth blade versus simulated riblet effect ~ (with no delayed =~ smooth blade versus combined effect of riblet and delayed
transition ) transition

riblet effect. The procedure to relate valueshdf to A* requires N o ]
matching the change in viscous dragD, (from the h* trend ized decrease coefficient of friction of approximately 10%. On the
similar to that shown in Fig. ¥and the flat plate simulation which suction side, the modeled riblet effect resulted in a small change

relates theA* parameter to change in dragD, as described N the coefficient of friction. . o
above. More detail of this entire procedure can be found in Nin- The overall effect from the localized reduction in viscous losses

nemann{19]. on the blade surfaces is determined by the change in mass-
eraged loss coefficient. This riblet effect, modeling only for a
rease in the turbulent viscous losses, produced a 2.5% change
in Toss coefficient. This change in loss coefficient is much smaller

. : than the experimental optimum riblet results. However, the reduc-
smooth blade results, an estimated profile of the blade surface tion in turbulent viscous losses is only one part of the riblet effect

is computed. A corresponding™ profile is generated from the on the STF cascade blades.
above established relationship Af versush” and then placed |, the final numerical simulation, the flow field for the com-
into the CFD code. The flow field for the local riblet effect is themhineq riplet effects was computed. In the numerical study, the

calculated. o combined riblet effect simulates for a delayed transition and a

~ Using the above method, the modification to the parameter decrease in turbulent viscous losses. The comparison of the cal-
in the Baldwin-Lomax model can reproduce the riblet effects on@ylated skin friction between the combined riblet effect and the
turbulent boundary layer. smooth surface is presented in Fig. 7. On the pressure side, a near
optimum decrease in the turbulent viscous losses is seen. For the
uction surface, the delayed transition is responsible for most of
e decrease in viscous losses.

The change in loss coefficient for a combined riblet effect was
%. This numerical result is comparable to the measured experi-
gntal result and supports the hypothesis that transition was de-

To summarize, the process for simulating the riblet effect fora
decrease in viscous losses involves a number of steps. First, |
flow field for smooth bladesA®™ =26, is simulated. With the

Delayed Transition Due to Riblet.In the numerical simula-
tion, the transition from laminar to turbulent boundary layer wa
delayed by moving the location where the turbulent boundaf
layer begins on the blade surface. Based on shadowgraphs
tained from the experiment, for smooth blades, the transition a
pears to occur at approximately 15% chord on the suction side
10% on the pressure side. For the simulation of the riblet coverty€d On the STF blades.

blades, the inception of the turbulent boundary layer was moved'© investigate the simulated results in more detail, the total
; ; ; pessure profiles for the smooth and combined riblet effect were

pared. Presented in Fig. 8 are the total pressure profiles for the

impingement occurred. In this numerical study, the transition prG®MPs _ . i
png 4 b bined riblet effect and smooth case, along with a plot showing

cess was not modeled. The boundary layer was simulated to
either completely laminar before transition and then complete‘
turbulent after transition.

e difference between the two profiles. For Figa)8the riblet
rofile shows higher total pressure values through out the blade
pitch. For the total pressure profile downstream of the cascade, the
. combined riblet effect produces a wake that is thinner and less
Numerical Results deep.

The varying riblet effect in the simulation of the STF cascade is In Fig. 8b), the difference between the profile§P,, illus-
observed by comparing skin friction values. A comparison of theates that the riblet benefit occurs on both sides of the blade’s
calculated skin friction between the riblet and smooth surface ssirface, but not by the same amount. The suction side, where
presented in Fig. 6. Near the leading edge, there is no differenceriansition was delayed, shows a peak difference between the pro-
the coefficient of friction as the boundary layer is laminar. A§iles occurs in mid portion of the suction side wake. For the pres-
expected, the riblet effect produced lower values of skin frictiorsure side wake, the riblet effect produces a smaller difference
The greatest decrease in skin friction is seen on the pressure &igtween the two profiles. At the wake minimum point, a slightly
face side of the blade. In the region following the shock impingesmaller change in total pressure profiles exist compared to
ment atx/C=0.15 tox/C= 0.8, the riblet effect produced a local-changes on either the suction or pressure side wake.
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Fig. 8 Comparison of calculated total pressure profiles,
smooth blade versus combined effect of riblet and delayed
transition

It is interesting to note, riblets affected the core flow region that is
not associated with viscous effects. The riblets possibly altered the
structure of the shock-boundary layer interaction and weakened
the strength of the reflected shock.

Compared to the design incidence results the riblets produce
smaller overall effects on the mass-averaged loss coefficient for
the STF cascade blades at off-design conditions. The change in
performance is attributed to the difference in flow physics at off-
design conditions where separation of the boundary layer is a
prevalent feature. As noted in the comparison of total pressure
profiles, the riblets provide no benefit and even increase the losses
on the side of the wake where separation occurs. The result of this
boundary layer separation fer5 deg incidence is the small ben-
efit from the riblets of 2.5%. In the-10 deg incidence case, the
combination of boundary layer separation and adverse pressure
gradient with the riblets increases the losses by 3%.

The findings from the total pressure profile comparison for off-
design conditions indicate the riblets can perform two contradict-
ing functions. The riblets can increase the performance on one
side of the blade and decrease it on the other. As a positive effect,
the riblets appear to suppress the momentum exchange near the
surface of the blade, resulting in lower viscous losses. On the
negative side, lower momentum exchange near the blade surface
increases the possibility of extreme separation of the boundary
layer. Flow fields that include adverse pressure gradients and
shock impingement may limit the performance of the riblets.

The CFD simulation presented here is a plausible explanation
of the effects of the riblet on losses. It is hypothesized that riblets
are able to dampen the original disturbances that lead to transition
in the STF cascade blades. Possibly, the slow moving fluid inside
the riblet grooves is sustaining the laminar boundary layer. At
design incidence, the pressure gradient on the blades’ suction sur-
face becomes favorable around 20% chord and continues until the
shock impingement location at 50% chord. Perhaps, the combina-
tion of the riblets and the favorable pressure gradient on the blade
surface is responsible for the laminar boundary layer existing up
to the shock impingement location. For the smooth blade surface,
the boundary layer is already turbulent at 20% chord and the mild
pressure gradient would affect the turbulent boundary layer by
only minimizing its growth.

As seen in the numerical investigation, a significant local de- This experiment represents a successful application of riblets to
crease in viscous losses on the blades surface produces a ntbehoriginal prototype design of the STF blades. The choice of
smaller change in the mass-averaged loss coefficient. As meitlet height and type of flow field determines the success of the
tioned earlier, shock losses in the cascade account for a gadilets. The potential for the riblets to reduce aerodynamic losses
portion of the total losses. Therefore, this suggests that onlyirmmore conventional high speed turbine and compressor fields
combined riblet effect—delayed transition and decrease in turbshould be explored further.
lent viscous losses—is able to produce the significant decrease in

losses that were measured experimentally.

Discussion and Conclusions

Nomenclature

A" = Van Driest damping coefficient

An experiment was undertaken with emphasis on improving the € = chord o
aerodynamic performance of the supersonic throughflow cascade C; = coefficient of friction
blades by applying riblets to the blade surface. The STF cascade D = drag
presented a unique flow environment for the riblet study. The N = riblet height
performance of the blades was evaluated by comparing the mass-h” = nondimensional riblet height
averaged loss coefficient of the riblets to an equivalent layer of i = cascade incidence angle
smooth material. For details on how the riblets affect the perfor- M = Mach number
mance of the STF blades, total pressure profiles were compared. P = local static pressure
In this riblet study, three different heights of riblets were tested at Pp = pitot pressure
design conditions. The optimum riblet height for design incidence P: = local total pressure

was tested at off-design conditions 6 deg incidence ane-10
deg incidence.

In the riblet study, an optimum riblet height was found to pro-
vide an 8.5% decrease in the mass-averaged loss coefficient. U, =
Smaller benefits were seen for a larger and a smaller riblet height. u™ =
The results of this riblet study are consistent with results from

s = spacing between riblet peaks

S = blade spacing or pitch

u = velocity component in pitch-wise direction
wall-friction velocity

u/u,

X = stream-wise direction

previous researchers. Within the 8.5% decrease in loss coefficient y = transverse or pitch-wise direction
at design condition, 70% of the benefit was seen in the wake Yy, = distance from the wall
region of the total pressure profile, with the rest in the core region. y* = u,y,/yu
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Greek Letters

o = solidity

a = yaw angle

y = ratio of specific heats
vw = kinematic viscosity

A = difference between riblets and equivalent smooth

layer

v = turbulent viscosity

p = local density

w = mass-averaged loss coefficient

Superscripts
- = averaged
Subscripts
1 = conditions upstream of cascade

2 = conditions downstream of cascade
s = smooth surface
w = wall conditions
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In this paper, results are presented of an experimental investigation into the effectiveness
of vortex generator jets in controlling secondary flows in two-dimensional S-duct diffus-
ers. The experiments were performed in uniform and distorted inflow conditions and the
performance evaluation of the diffuser was carried out in terms of static pressure recovery
and quality of the exit flow. In the case with inflow distortion, tapered fin vortex genera-
tors were employed in addition to vortex generator jets to control flow separation that was
detected on the wall with inflow distortion. Detailed measurements including total pres-
A M Pradeep sure, velocity distribution, surface static pressure, skin friction, and boundary layer mea-
B, surements were taken at a Reynolds number okI@®. These results are presented in
terms of static pressure rise, distortion coefficient, and total pressure loss coefficient at the
duct exit. For uniform inflow, the use of vortex generator jets resulted in more than a 30
percent decrease in total pressure loss and flow distortion coefficients. In combination
with passive device (tapered fin vortex generators), the vortex generator jets reduce total
pressure losses by about 25 percent for distorted inflow conditions. A potential application
of this method may include control of secondary flows in turbo machinery.
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Introduction pressure by means of a spoiler and two, to re-energize the sepa-
Air intakes are vital components of any air-breathing engin gted flpw qnd mf!ow of freestrgam air through auxiliary inlets. Of
e anti-swirl devices, the spoiler was found to be more powerful

Combat aircraft have one or two engines, which are genera ) . C -
integrated with the fuselage. Supplying them with the necessaar%d could be sized to either reverse the swirl direction or to elimi-

quantity of air for generating thrust takes place by means of sprze‘)’-{te the SW"'. completely. Wendt an_d Reichgf have Expert-

: . : ; P mentally studied the effect of nonuniform upstream flow arising
cially designed inlets, through which air is taken from the externa| . s e . . .
flow and supplied to the engines. The use of geometrically co ue to vortex ingestion in a diffusir@duct inlet with anq without
plex ducts becomes inevitable and hence has been a subjec ihArray of surface mounted vortex generators. The ingested vor-

interest to several researchers. As is expected of an aircraft inta r%(lywvﬁ:nbfﬁév\(/ac?rttgxhs;%?tgﬁro\?vgén::g:?(t:ﬁeorr(]a dilg;t gg‘é"eﬁi?éﬂt:)ur:
the flow must be decelerated in such a way that there is a unifo ) . - J y 9 P
flow at the compressor face with minimum stagnation pressureat existed in the _basellrﬁduct. . .

Sullerey and Mishra[3] have studied the effectiveness of

loss. o ;
. L . houndary layer fences in improving the performanceSafuct
Sduct qln‘fusers used in air mtak_es generally have high degregﬁfusers of rectangular cross-section in a uniform inlet flow. Sig-
of centerline curvature due to their short length that results from

i : nificant improvement in performance of the diffusers was ob-
severe space constraints. Due to centerline curvature, there

. o &Fed with top and bottom wall fences. Various fence heights
cross-stream pressure gradients resulting in migration of boundw

laver fluid in the direction of the pressure aradient giving rise &re tried to achieve optimum performance of the duct.
Y dUI Ifl $Thl ; : B g ssﬂu gr tlh' giving |fs Reichert and Wend#] could improve the total pressure distor-
seconaary flowg 'he term “secondary Tlows” In thiS paper reters,; , 5,y recovery performance of a diffusiggduct using low-

to the flow that has an orientation perpendicular to the main . ) h ;
primary flow). Within the boundary layer this imparts cross-flow&iome vortex generatorso-called wishbone typgsReichert and

2 : X - .. Wendt[5] also presented a compilation of the previous study with
velocr_ues creating n_on-unlform total pressure pr.Of'leS' In.add't'oﬁdditional data on the effectiveness of various vortex generator
there is a stream-wise pressure_gradlent resulting fmm Increas figurations in reducing exit flow distortion of circul&ducts.
cross-sectional area. The combined effect may result in increasegl, - ¢ ther study, Reichert and Werf@i used tapered-fin type
total pressure nor}unlformltyl:e., distortion and total PreSSUre v qrtey generators \,Nith an objective of controlling the develop-
Ioss_at the duct exit. The engine response to the flow dell\_/ered nt of secondary flows. The application of vortex generators
the intake depends not only on the total pressure provided Qi jittered from conventional point of view of vortex generators
also, more significantly, on the quality of the floiflow unifor-

; ) - s devices that re-energize the boundary layer by mixing free
mity) at the compressor face. The objective of this research wasdOaam and boundary layer fluids, rather the objective was to con-

study the effectiveness of vortex generator jets in reducing inlgf, o development of secondary flows
flow distortion and improve pressure recovery by effective sec- The above paper@efs.[4—6]) give a clear description on the

ondary flow control in a diffusings-duct. flow physics involved in arS-duct diffuser and how secondary

[1] studied the swirl in ars-shaped duct of typical aircraft intake
proportions at different incidences and through flow ratios. In o
der to reduce the magnitude of swirl at high angles of incidenc
two methods were studied. One, to change the distortion of t &

improve diffuser performance by effectively controlling secondary

flows. Lakshminaray@7] also describes the development of sec-

dary flows in curved passages and the theory of secondary

ws in detail.

_ _ S o Foster et al.[8] conducted measurements in flow through a
Contributed by the Fluids Engineering Division for publication in ticeJBNAL rectangular-to-semi annular transition duct to demonstrate the ef-

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . .

July 17, 2003; revised manuscript received February 13, 2004. Associate Edifsctiveness of vortex generators to reduce the circumferential total

H. Johari. pressure distortion. Sullerey et &) studied the effectiveness of
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boundary layer fences and tapered fin vortex generators in cdaser where flow separation was observed as a result of distorted
trolling secondary flows. The study revealed that significant imRflow. The performance improvement resulting from this con-
provement in performance could be achieved by judicious use figuration was much better than that obtained by employing VGJs
the passive control devices. Sullerey and Pradgépl11] also alone.
studied the effect of inflow distortion o8-duct diffuser perfor-
mance and the performance enhancement by the use of tapered-fin
vortex generators.

Shih and Lin[12] carried out computations based on ensembl&xperimental Setup and Procedure
averaged compressible Navier-Stokes equations to investigate th
effects of a leading edge airfoil fillet and inlet swirl angle on th?unnel. A blower discharged air through a diffuser into a large

secondary flow structure and hence to reduce e}erodynamic Ig ftling chamber with a honeycomb and three sets of wire mesh
and surface heat transfer. It was observed that since the inten

d si £ th f found 1o i stead of Yeens. A contraction section of an area ratio of 17 accelerated
and size or the cross tlow were found 10 Increase Instead ol Gia floyy into the test section entrance of cross-section area of

crease by inlet swirl and the type of fillet geometries, the mechagg mm (width)< 305 mm (height). A large contraction ratio en-
nisms responsible for aerodynamic loss and surface heat trangfgfa 5 uniform flow at the inlet. The measured free stream tur-
are more complex than just the intensity and magnitude of s§gslence level of the inlet flow was less than 0.5 percent. Between
ondary flows. _ _ the contraction and th&-duct diffuser, a straight duct of 300 mm
Ball [13] studied the effect of centerline offset, wall suction angbngth was provided to obtain fully developed, zero pressure gra-
blowing on diffuser performance. The effectiveness of wall sugient turbulent boundary layer at the diffuser inlet. Detailed ve-
tion and blowing in separation control was investigated. The Ceggity measurements were carried out across the diffuser inlet
terline offset, hole area and blowing slot height were varied {@ree-streamnand in the inlet boundary layers. The diffuser inlet
attain optimum performance. It was observed that good perfglow was kept uniform(in the absence of inflow distortion gid
mance could be achieved by using small amounts of wall suctigjith an average wall boundary layer momentum thickness equal
and blowing upstream of the separation point. to 0.2 percent of the inlet width. The tests were carried out at a
Active boundary layer control using steady blowing in diffuserReynolds number of 7:810° based on the diffuser inlet width
was investigated by Kwong and Dowlifig4]. The new jet geom- (free stream velocity 31 m/s and Mach number0.1). A con-
etries used were compared with conventional blowing methodgant area duct extension of 300 mm length was also placed at the
Active feedback control was employed to control separation thaffuser exit to provide smooth, continuous flow exiting the duct.
occurred in the wide angled rectangular diffuser used. It was con- ] ) ) )
cluded that a combination of steady and unsteady blowing couldS-Duct Diffuser.  The diffuser on which the experiments were
give better diffuser performance in terms of pressure recovery ag@ffied out had a rectangular cross-section with an aspect ratio of
reduced pressure oscillations. 0.8 at inlet. The area ratio and semi-divergence angle of the dif-
Johnston and NisHil5] proposed an active method of separafuser was 1.39 and 8 degrees respectiV@lig. 1). The radius
tion control termed “Vortex Generator Jets.” Their low speed extatio of the diffuser was chosen based on typical combat aircraft
periments demonstrated that the cross-stream mixing associdfé@ke geometry. The semi-divergence angle corresponds to an
with the vortices generated by the VGJ is effective in separati@§uivalent straight diffuser of same area ratio. To increase the
control. area, the diffuser width was varied linearly along the duct center-
Earlier Innes et al[16] reported a set of experiments designeﬂf‘e while keeping the height constant. The width was equally
to show the effectiveness of VGJs for the control of separation Gistributed normal to the centerline. The radius ratio of the dif-
a complex airfoil. A three-element airfoil in a configuration typicafuSer was fixed as 4. Two planar circular arcs with identical radii

of landing and take-off was studied. The study revealed a subst&gfined the duct centerline. The plane at which the centerline cur-

tial improvement in the normal force coefficient and the stalf@ture changes from concave to convex is known as the inflection
plane

angle of attack.

Khan and Johnstofjl7] have described in detail the vortex \jortex Generator Jet. The VGJ arrangement used in the
development from VGJ. Johnstda8] in his review article de- present study(Fig. 2a) was designed based on the jets used by
scribes the application of VGJ for separation control. The papgshnston and Nishil5]. In previous studies carried oiRefs.
also reviews the use of pulsed vortex generator jets. The additi®-1()) using tapered fin vortex generators, a set of three vortex
of pulsing was observed to provide a more efficient use of the jgénerators at locations of maximum secondary flow strength was
fluid. It was also observed that it might be possible to gain bettgpserved to be optimum. Hence, it was decided to use the same
control by using pulsed vortex generator jets than that with steagMmber of VGJs in the present study, too.

VGJ. Figure 2 gives the vortex generator jet flow arrangement, and

Sullerey and Pradeefil9] recently reported secondary flowthe VGJ defining angles with reference to the secondary flow are
control using VGJ inS-duct diffusers where in a significant im- shown in Fig. ®. In the present investigation, the pitch angle was
provement in diffuser performance was obtained. To the best IQipt fixed at 45 degbased on Johnston and Nighi5]) and the
the author’s knowledge, this was the first application of VGJ fagkew angle was varie@n the range 0 to 140 dédo obtain opti-
secondary flow control. Presently the results of this study as wedum performance. The set of three VGJs at the two locations
as those obtained by a combination of both active and passivere oriented in such a manner that the vortices generated from
methods are presented. TBeduct diffuser has a curvature andinteraction of the VGJs with the freestream would tend to nullify
divergence angle of typical combat aircraft inlet geometry. Thiae secondary flows, i.e., the VGJs were directed towards the high
study was carried out both with and without the presence of ipressure sidéas secondary flows occur from the high pressure
flow distortion. Detection of flow separation was carried out usingjide to the low pressure sideThe optimum condition was ob-
an LVDT displacement based shear stress sensor. The VGJs waieed by varying the skew angle of the VGJ. The air supply to the
positioned in such a manner that the vortices generated by th¢®Js was provided from a separate centrifugal blower. At each
interaction with the main flow have an orientation opposing thetation, the three VGJs were supplied air through a compartment
secondary flows. The VGJ skew angles and jet-to-freestream wensisting of a settling chamber, three wire mesh screens and a
locity ratios were varied to optimize diffuser performance. nozzle(refer Fig. ). This was done to ensure uniform air supply

For flow with distorted inflow, VGJs continued to be used foto all the VGJs. The velocity of each VGJ was measured using a
secondary flow control but additionally tapered-fin vortex generéine Pitot tube of 0.8 mm diameter simultaneously to ensure that
tors were used to control flow separation on the wall of the di&ll the jets had equal velocity.

®he measurements were carried out in an open-circuit wind

Journal of Fluids Engineering JULY 2004, Vol. 126 / 651

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Inflexion plane

Jet orifice

Outer wall

%

AN

Flow

Vortex generator jet geometry

, R=762mm, 2r =381mm
-39, h=305mm, W, =530mm Rod Dija. =3.175 mm

= A / Rod Spacing:
J 1st Rod : 13mm

7 2nd Rod : 25.5mm
3rd Rod : 39mm
4th Rod : 53mm
5th Rod : 68mm

Y
/_\‘ Grid configuration
X VGJ

Fig. 1  S-duct diffuser, vortex generator jet  (VGJ) and VGJ flow arrangement

Grid for Inflow Distortion.  In order to explore the effect of tor jets. The performance improvement with VGJs was less in the
distorted inflow on diffuser performance and to study the effesecond stage of the experiments compared to the first. As this is
tiveness of vortex generators in such a situation, a grid was dikely to be a result of separation of flow on the outer wall, tapered
signed to thicken the boundary layer at the diffuser inlet. The grfth vortex generators were employed on the outer wall as a passive
used in the previous studiéRefs.[10, 11] was used in the presentdevice for separation control in combination with VGJs for sec-
investigation too and is shown in Fig. 1. Since the outer watindary flow controlas used in Sullerey and Praddép,11]). The
(refer Fig. 1 of the diffuser was more prone to adverse pressuresults for the various configurations i.e., diffuser with uniform
gradients, it was considered appropriate to use the grid on tinflow, diffuser with distorted inflow and diffuser with tapered-fin
outer wall of the diffuser. The introduction of a thickened boundvortex generators are presented below.
ary layer on the outer wall was expected to induce flow separation
on the wall. The effectiveness of vortex generator jets in situatiopgstrumentation and Measurement Techniques
with flow separation could thus be studied. The boundary layer

momentum thickness at the diffuser infen the outer wall in- The measurements included diffuser wall static pressure distri-

. . hutions, mean velocities, boundary layer and skin friction mea-
creased from 0.17 percent of the inlet width to 0.22 percent w&?’rj ' » e
the introduction of the grid. The corresponding increase in frRyrements and flow angularity. A Furne&C0510 modeldigital

displacement thickness was from 0.185 percent to 0.234 percBHlti-channel micro-manometer was used for all pressure mea-
of the inlet width surements. The static pressure measurements were taken with wall

pressure taps at nine axial stations on each diffuser side wall. In

Experimental Procedure. The experiments were carried outaddition, each station had nine circumferential pressure taps of 0.8
in two stages. In the first stage, the inflow to the diffuser wamm diameter(three on each curved walls and three on the top
uniform. Flow in this case was separation free in the diffusewall). There were fifteen pressure taps at the inflection plane,
Span wise(y-direction) array of three vortex generator jdisoth diffuser inlet and exit{refer Sullerey et al[9] for details on loca-
on top and bottom waljsvere employed, one before the inflectiortion of pressure tapsThe Cp values were expected to be within
plane and one after it with the objective of control of secondaiyne percent accuracy with a standard deviation of 0.49 percent
flow in the diffuser. In the second stage of experiments, distorted the mean valudon the basis of 30 measurements at a given
inflow was introduced at the diffuser inlet. The distortion in thestatior).
inflow was such as to thicken the inlet boundary layer on the sideThe skin friction measurements were made using wall mounted
of the outer wall causing flow separatidas detected using the Preston tubes of 0.8 mm diameter and sublayer fences of fence
floating element wall shear stress sensor, Preston tubes and $dght 0.1 mm. The design and calibration details of Preston tubes
layer fenceyon it at downstream locations close to diffuser outleand sublayer fences can be obtained from H&@jand Vagt and
The active flow control strategy employed for secondary flowernholtz[21], respectively. These were fitted along the centerline
control was again vortex generator j€#45J9. The measurements of inner and outer walls at nine stations. Sublayer fences were
were taken with distorted inflow with and without vortex generadsed in regions of adverse pressure gradients, as its accuracy is
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Fig. 2 (a) Vortex generator jet flow arrangement,  (b) definition of coordinate system and vortex generator jet angles

higher in such situations compared to Preston tubes. The Prestais of 0.5 mm. The total pressure and velocity measurements

tubes and sublayer fences were calibrated using a floating elem@mtluding flow angularity were made using a five-hole conical

shear stress sensor that was based on a linear voltage differeqiabe of diameter 6.4 mm based on the design details provided by

transformeLVDT ) displacement sensor. This device consisted @hman and Nguyef23]. The probe was calibrated using a cali-

a floating element that would remain flush with the wall where thieration rig similar to NowaK?24]. For probe traverse, an accurate

skin friction was to be measured. The central part of the sengbree-dimensional traverse systéleast count 0.5 minwas used.

was an LVDT that could detect displacements upto 0.127 mmhe five-hole probe was calibrated with one-degree interval and

The sensor was calibrated for shear force using fractional weiglhmisnce the accuracy in flow angularity was expected to be within

attached to the floating element. The skin friction measuremermtse degree. Detailed flow measurements using the five-hole probe

were expected to be within 2 percent accuracy. More than for theere made at the inflection and the diffuser exit plane for the

skin friction measurements, the basic purpose of using Prestaarious configurations tested. The total pressure measurements

tubes and sublayer fences in the present experiments was to detee expected to be within one percent accuracy.

regions of flow separation. The sublayer fences were also successFhe uncertainties in the above measurements are expected to be

fully used to detect secondary flows. With the fence aligned to thdthin =5 percent(estimated based on Abernathy et F25],

free stream, the sign of the pressure difference indicates the dirboffat [26], and Kline[27)).

tion of secondary flows. Frei and Thomaf22] have discussed

floating element sensors for shear stress measurement. The paResits and Discussions

also discusses their calibration and use in adverse pressure

gradients. Diffuser With Uniform Inflow. The VGJs were placed in
The boundary layer measurements were made on all four walégjions of highest pressure differentials to neutralize the second-

at inlet, inflection and the exit planes of tBaduct diffuser. A 0.8 ary flow (from high pressure to low pressure wallfwo such

mm diameter pitot probe was used for this purpose. The boundaegions(one before the inflection plane and other aftgrcan be

layer measurements were taken by traversing the probe in inteseen from wall pressure distributions shown in Fig. 3. The
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Fig. 3 Variation of wall static pressure distribution with veloc- ticular station can be seen to differ considerably. The wall pres-
ity ratio (skew angle =135 deg) sure differentials between the inner and outer wall creates second-

ary flows by causing slow moving boundary layer fluid to move
from high- to low-pressure regions. The secondary flow in the

distributions are shown in terms of non-dimensional axial distanE’(!:"’me upstream of the inflection plane has a direction from the
from the diffuser inlet that refers to the locations where the statjtn€" wall to the outer wall. Since the wall curvature changes after

, ; inflection plane, the direction of secondary flow at the plane
pressure taps were fixed. The plus and minus angles are ! . ; X -
reference to the radial line at the inflection planefer to Fig. 1. downstream of the inflection plane of the diffuser is oppogite

The optimum combination of skew angle and velocity ratio w from outer wall to the inner wallto that at the former plane. The

arrived at by detailed investigations for a range of skew ang»[G‘] skew angle was therefore measured and varied in a clock-

(where the vortex created by jet flow interacting with free strealf]S€ Sensei.e. pointing towards the inner walin the plane up-
would be opposing the secondary flow present in the flow Jfield" cam of the inflection plane while that at the second plane in the
and velocity ratio. Some of the results of the effect of variation &ountgr-clo%kw;s? dlretcrflo("gplntcl))ng tgm_lrargls t?e .O?tter }Na“ ¢

skew angle are given below. In all cases the pitch angle was k%pﬁo‘s.'s evident from the Fig. 5 and fable 2, jel 1o Ireestream
at 45 degrees in line with Johnston and Nikt6]. elocity ratio of 1.5 and a skew angle of 135 deg respectively

Since external energy is added to the diffuser, the definition Xirelded the best static pressure recovery. Therefore the results dis-

: : : cussed below will be for this case.
E?e;r\?vrgsﬁvégggtoaggcggmIPO%[%ﬁl @éfzfr;g?gylgégii cr;r? mencla The effectiveness of the VGJs in improving the flow quality can

Mass averaged quantities are defined in the following manr}é'? asse_ssed by looking at the total pressure loss coefficigr_lt con-
(refer Stevens et a]28]): tours. Figures @ and 4 give the total pressure loss coefficient

contours without and with VGJs respectively. The losses are
_ A higher towards the outer wall due to the increased curvature along
pzllmf pdm (1) that wall. The deployment of VGJs resulted in significant reduc-
tion in the losses. The mass averaged total pressure loss coeffi-
Where,p is any mass averaged quantipis a measured quantity cient has reduced from 0.387 to 0.254 with the deployment of
to be mass averaged antis the mass flow rate through the area/GJ. The range of loss coefficient reduced from 0.3—0.8 to 0.2—
A 0.5. Thus, the extent of high loss region has been significantly
Table 1 gives the variation of static pressure recovery at theduced by employing VGJs.
diffuser exit for different skew angles at a velocity ratio of 1.0. A Table 2 gives the summary of results for the diffuser with and
VGJ skew angle of 135 degefer Fig. 1 for VGJ orientationin ~ without VGJs. The effectiveness of VGJs in secondary flow con-
both the planes resulted in optimum performance. Another paratmsl can be observed from the distortion coefficieBt, (the total
eter that was varied was the jet to freestream velocity ratio. Tipeessure nonuniformity as defined by Reichert and Wefjilthat
velocity ratio was varied with the skew angle fixed at 135 deg. fteduced from a value of 0.832 to 0.687 with the VGJs on. The
was observed that the optimum performance was achieved a¥@Js have been found to be much more effective than tapered fin
velocity ratio of 1.5. The VGJ Reynolds number based on jebrtex generators that were used in earlier studi€sl1]. Tapered
diameter at a velocity ratio of 1.5 was 9212 (jet velocityin vortex generatoréowing to their physical presence in the flow
=46.5 m/s, Mach number0.15). field) produce drag losses and there is little control over these
The Cp distributions along the inner and outer walls of thalevices other than changing their geometry. VGJs on the other
diffuser with and without VGJs are given in Fig. 3 for severahand can be controlled in terms of skew angle and velocity ratio
jet-to-freestream velocity ratios. The static pressure distributioasid moreover VGJs do not result in any drag losses when not in
in the figure for velocity ratios above 1.5 have not been presentegeration.
for the sake of clarity. Moreover, the performance improvement
with a velocity ratio of 1.6 was observed to be less than that at a
velocity ratio of 1.5. The inner and outer wall pressures at a par-  apje 2 Summary of results with uniform inflow

0

Diffuser with tapered fin
vortex generators Diffuser

Table 1 Effect of skew angle on diffuser static pressure recov- ; ; :
ery (VR=1.0) Exit flow property Bare diffuser [10,17 with VGJ
Mass average@p 0.312 0.340 0.362
Skew angle in deg 90 110 130 135 140 D¢ 0.832 0.743 0.687
Mass average€p 0.336 0.342 0.348 0.350 0.346 w 0.387 0.281 0.254
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0.010 Table 3 Summary of results with distorted inflow

Diffuser with tapered
Diffuser with  fin vortex generators Diffuser
Exit flow property distorted inflow (Ref.[10], [11]) with VGJ

0.008 A

Inner wall

0.006 Mass average@€p 0.297 0.309 0.311

D¢ 0.851 0.812 0.809

- w 0.395 0.375 0.363
< 0.004 A

—e— Diffuser with VGJ off
0.002 —s— Diffuser with VGJ on

that adds to the already deteriorated performance of the diffuser
ee————y o due to secondary flows. It was therefore decided to use tapered-fin
0.000 . . -
Outer wall vortex generators to control flow separation in addition to VGJs
that were used for secondary flow control. The tapered-fin vortex
o1 o2 oa o4 o0s 06 o7 o8 os 1o Generator configuration was similar to the one used in Sullerey
Axiat distance s/l and Pradeepl1].
The skin friction distribution along the inner and outer walls of
Fig. 5 Skin friction distribution along the inner and outer walls the diffuser is shown in Fig. 7. The elimination of flow separation
of the diffuser is clear from the figure indicated by the positive value of skin
friction at locations where it was previously zero. The skin friction
values were verified using the LVDT shear stress sensor.

Diffuser With Distorted Inflow. From previous studies The total pressure loss coefficient contours at the diffuser exit
[10,11] it was concluded that distorted inflow severely affects theith distorted inflow and with VGJs alone is shown in Fig. 8
diffuser performance. Moreover, the introduction of inflow distorThe total pressure loss coefficient contours with VGJ and tapered-
tion resulted in flow separation towards the exit on the outer wdih vortex generators on the outer wall is given in Fifp. 8he
of the diffuser[28]. It was therefore considered appropriate tsange of total pressure loss coefficient has reduced from 0.3-0.8
study the efficacy of VGJs in such flow situation. to 0.2-0.6 with the use of VGJ in addition to tapered fin vortex

The sublayer fence and Preston tube measurements indicaggederators. The extent of high loss regions has also considerably
flow separation at centerline arc angles of 8.4 and 4.2, respeeduced. The improvement in flow quality due to flow separation
tively. The presence of separation was confirmed by using thentrol is hence evident from the figures.

LVDT based floating element shear stress sensor. The sensofable 4 gives the summary of the results with tapered-fin vortex
showed a negative reading at these locations indicating flow igenerators in addition to VGJs. A significant improvement in dis-
versal. Figure 5 shows the skin friction distribution along théortion coefficient and total pressure loss coefficient compared to
walls of the diffuser. As is evident from the plot, the skin frictiorthe case with VGJ alone can be observed from the results. This is
towards the exit of the diffuser on the outer wall attains a value diie to the efficient control of secondary flows by VGJs and flow
zero indicating flow separation. separation by tapered-fin vortex generators.

The total pressure loss coefficient contours are plotted in Figiable 5 gives the boundary layer momentum thicknss per-
6a and &. The effectiveness of VGJ in improving flow qualitycentage of diffuser inlet widthfor the three cases discussed
can be clearly seen from the figure. The range of total press@eove. Boundary layer momentum thickness is direct indication of
loss coefficient has been brought down from 0.3-0.8 to 0.2—QJ&e total pressure losses and hence increase in momentum thick-
with the use of VGJ. Moreover, the extent of high loss regions hasss implies increased losses. The effectiveness of the flow con-
considerably reduced. trol devices can be observed from the reduction in boundary layer

The summary of results of the diffuser with distorted inflow isnomentum thickness as compared to the situations devoid of the
given in Table 3 below. The distortion coefficient reduced from devices.
value of 0.851 to 0.809. A similar improvement in mass averaged )
total pressure loss coefficient was observed, too. The VGJs wér@nclusions

again found to be more effective in improving the diffuser perfor- Active flow control using vortex generator jets was employed
mance compared to tapered fin vortex genergtb@s11]. to study its effect on a wide anglesiduct diffuser subjected to

Diffuser With Tapered-fin Vortex Generator. As is evident
from the above results for the diffuser with a distorted inflow, the
effectiveness of the VGJs has reduced drastically. This is due
the presence of flow separation resulting from the distorted infloy
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Fig. 6 Total pressure loss coefficient contours without and Fig. 7 Skin friction distribution along the inner and outer walls
with VGJ in distorted inflow of the diffuser
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Fig. 8 Total pressure loss coefficient contours without and with tapered-fin vortex generators in distorted inflow

uniform and distorted inflow. Substantial improvement in perfor- In combination with passive devidéapered fin vortex genera-
mance was achieved by the use of VGJs. The method can dsts), the vortex generator jets reduce total pressure losses by
have potential applications in secondary flow control in turbo mabout 25 percent for distorted inflow conditions. The application
chinery. For uniform inflow inS-duct diffusers, use of vortex gen- of tapered-fin vortex generators for separation control along with
erator jets results in more than a 30 percent decrease in tof&Js for secondary flow control thus results in substantially
pressure loss and flow distortion coefficients. Similar improvéygher performance than that obtained with the use of tapered-fin

ment in mass averaged static pressure recovery was observed.Vidreex generators alone.

performance improvement achieved using VGJs were higher than
that when tapered fin vortex generators were used alone.

The effectiveness of the VGJs was observed to be reduced
when used in a distorted inflow situation due to the presence of

flow separation. The mass averaged total pressure loss coefficiQgimenclature

was reduced marginally by around 8 percent and the reduction in
distortion coefficient by around 5 percent. However, the VGJs AR
gave a slightly better performance compared to tapered fin vortex Cp
generators. The improvement in performance of the diffuser in

both uniform and distorted inflow situation was due to the effec- C;
tive reduction in secondary flows by VGJs. D,
R
Re
Table 4 Summary of results with tapered-fin vortex generators VEQ/
Diffuser with m
tapered ¢
Diffuser with  Diffuser with fin vortex generators 0
Exit flow property distorted inflow VGJ on outer wall .
Mass average€p 0.297 0.311 0.344
D¢ 0.851 0.809 0.742
w 0.395 0.363 0.278 ﬁ
I
Table 5 Boundary layer momentum thickness at diffuser exit p
Boundary pa
layer Diffuser r
momentum with
thickness(as Diffuser Diffuser VGJ and S
percentage  with with taperedfin w
of diffuser  uniform  Diffuser distorted Diffuser vortex y
inlet width) flow with VGJ  inflow  with VGJ generators
Inner wall 2.81 241 3.10 2.71 2.54 z
Outer wall 1.37 0.72 1.47 0.79 0.70
R/r
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= area ratio of the diffuser

pressure coefficiert(p—p,es) (Myg+ r'nj)/1/2pV§r'nd
+1/2pV7m,

skin fiction coefficient

distortion coefficient (Poay, — Pomin)/ av2

duct centerline radius of curvature

Reynolds number based on inlet diffuser width

fluid velocity

jet to freestream velocity ratio

mass flow rate

pitch angle of the vortex generator jet

skew angle of the vortex generator jet

average total pressure loss

coefficients (Po1— Pozas)/(1/20V7)

fluid density

diffuser height(constan

duct centerline length

static pressure

total pressure

dynamic head

inlet half width

distance along the duct centerline from diffuser inlet
diffuser width

distance along duct centerline radius from inner wall
of the diffuser

distance along diffuser height from the bottom of the
diffuser

diffuser radius ratio
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Subscripts [12] Shih, T. 1.-P., and Lin, Y.-L., 2003, “Controlling Secondary-Flow Structure by
Leading-Edge Airfoil Fillet and Inlet Swirl to Reduce Aerodynamic Loss and
av = average value Surface Heat Transfer,” ASME J. Turbomach25, pp. 48-56.
d = diffuser [13] Ball, W. H., 1985, “Tests of Wall Suction and Blowing in Highly Offset
j = jet Diffusers,” J. Aircr., 22, pp. 161-167.
. [14] Kwong, A. H. M., and Dowling, A. P., 1994, “Active Boundary-Layer Control
max = maximum value in Diffusers,” AIAA J., 32, pp. 2409-2414.
min = minimum value [15] Johnston, J. P., and Nishi, M., 1990, “Vortex Generator Jets-Means for Flow
ref = inlet plane(reference Separation Control,” AIAA J.28, pp. 989—-994.
1,2 = notations for inlet and exit planes [16] Inn:fes, F., Pea;cey,hH. H.I, and Sykﬁs, ftDSM 19;)5,h“lmpr(ljvementsf in the
_ . Performance of a Three Element High Lift System by the Application of AirJet
» = free stream value at inlet plane Vortex Generators,” Aeronaut. B9, pp. 265-274.
0 = total pressure [17] Khan, Z. U., and Johnston, J. P., 2000, “On Vortex Generating Jets,” Int. J.
Heat Fluid Flow,21, 506-511.
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Fluid Mechanics, Ruhr-University Bochum, It is shown how to design a new method (DFFM) of flow metering in pipes from basic
44780 Bochum, Germany principles. The method relies on the well known drag force on a cylindrical body and the
force measurement by a load cell. The drag force is exclusively measured in the axial flow
direction, the only one that contributes to the flow rate. That way disturbing tangential
swirl components which do not contribute remain unconsidered. By means of an upstream
screen the meter is desensitized to disturbing axial velocity profile distortions. Testing
with various installations demonstrates the main features and the error bar to be
expected[DOI: 10.1115/1.1779665

1 Introduction flow meters. At the same time force measurement is not at all

Commonly endineering faces either of two situations. In t unusual in fluid mechanics, especially aerodynamics, although
y eng 9 ) rces can be small e.g. in the Newton range.

_f|rst one a mechanism, an instrument, a design or else has com e choose a thin baa cylinder in this investigatiormounted
into existence one way or another and needs to be analyzed ;%gg

d 4 bef h . b d ally from wall to wall in a pipe’s cross section and record its
understood before changes or improvements can be made. In force which is a measure for the velocity. Normal flow past a

second one, typically when engineering capacity and theoreticghinder is one of the most fundamental flow cases quoted as the
knowledge is affluent, the procedure can be turned around in org@kq coefficient vs Reynolds number plot in most fluid mechanics
to design something from scratch to the requirement of the usgkt books(Schlichting[4]). We have to take into account though
and the satisfaction of the engineer. that the cylinder collects a velocity profile along the radius rather
In pipe flow metering the first situation is likely to be encounthan a uniform velocity. We also have to consider that in real
tered. A large number of instruments exists the underlying fluigsltuations the profile may not be rotationally symmetric and that
mechanics of which are hardly understood. Most often much &fe flow may be disturbed in the way of swirl. These problems are
fort is made in calibration and signal processing while the analyssccessfully solved by an upstream screen that flattens the profile
of flow characteristics is neglected. For example, the orifice hasd by the way the cylinder is mounted which excludes swirl from
been in use for many decades on basis of a compilation of cadirtering the measurement.
bration data laid down in DIN 1952 while the understanding of Due to expense of time and material the experimental part of
the flow is poor and often done away with Bernoulli's equatiorthe following could only be a case study for gas in a 150 mm i.d.
Other examples are the vortex meter or the rotan{@®aker[1]). Pipe featuring an 8 mm cylinder. Yet, similarity is based on Rey-
With an increasing demand for more meter accuracy in the gaglds number and Dean number which lie in a realistic range.
and petroleum industry research has become necessary to impivérinciple the extension to liquids should be feasible and
existing instruments for non-ideal installation situations. It hagorthwhile.
become a widely held view that substantial progress can be . L
achieved through a better understanding of the interaction of the Measuring Principle
upstream flow and the meter. There is more potential in eliminat-We divide the description of the measuring principle into two
ing the ambiguity of this interaction than in the refinement of thparts. The first part deals with the problem how the flow exerts a
meter itself. The vanishing point of this development is the “inforce onto the cylinder and how this force relates to the flow rate.
telligent meter”(Wildemann et al[2]) which would recognize the The second part shows how this force is properly measured.
upstream flow situation and correct for it.

In this paper we do not want to struggle with the fluid mechan- 2.1 Flow Rate and Drag Force. A bc_>dy in-a uniform
. P . stream of velocity u and fluid densify experiences a drag force
ics of an existing instrument, we would rather like to go the oth

way showing how to design a meter from scratch including t%hlch is proportional tg, the projection area A in flow direction

. . o ; d the square of the velocity. The proportionality coefficient,
upstream installation problem from the beginning. Looking for Balled drag coefficients depends on the Reynolds number Re
measuring principléRuppel and Petel8]) we observed that the

force is hardly used among the numerous measured quantities like Co=Cp(Re) (1)
length (rotametey, time (ultrasound, frequency(vortex metey, ud
pressurg(orifice, Ventur) or electrical potentialelectromagnetic Re= — Y )
14
*Corresponding author. based on the dynamic viscosityand a characteristic length of the
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Fig. 1 Drag coefficient of a cylinder as function of Reynolds number from
Wieselsberger [5,6]

When the cylinder is mounted radially across the pipe as shown u(r)-dey;
in Fig. 2 flow direction and magnitude at the cylinder will in Re(r)= ——
general depend on the radius r and the anglén well defined
cases such as developed laminar flow, developed turbulent flew that the drag coefficient has to be written in the form
and uniform flow(square profilgthe flow remains normal to the
cylinder in pipe direction and the velocity is merely a function of ¢o=Cp(Re(r)) (4)
the radius. In general, reality differs considerably from these floyielding the total force F on the cylinder in flow directioR=2R)
patterns, yet they lend themselves for reference purposes. In real- 1 R
ity the profiles show distorted shapes and swirl occurs superposed _ - 2
to the main flow not to speak of large scale turbulence which may F=2p Gy J' RCD( ReE(r)-w(ndr. ®)
add time dependence. A key benefit of our design is that we do not ] ) ) )
need to worry about the swirl component from the beginning. THE the simple reference case of the square profile with uniform
way the beam is mountegee below only the force in pipe di- Velocity y, the force reduces to
rection is measured meaning that only flow in pipe direction is _ 2
recorded which is exactly the one that contributes to the flow rate. Feq= P Co(Ren) Gy R- Uy (6)
Velocity and Reynolds number along the cylinder at a fixedsing this reference forcegffor scaling the general force of Eq.
angle ¢ are now functions of the radius (5) we have

©)

force F  jae

load cell : Hid
i density p
cover !
;
| 2l
} =~ 1 | e :
g -t i () %
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Fig. 2 Working principle of the Drag Force Flow Meter (DFFM)
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1 2 Table 1 Shape factor f for developed turbulent profiles for
F 1f Co(Re(n)-u(r) L @) various pipe flow Reynolds numbers Re

Fo 2).1 cyRep-t2, R
* L Co(Ren) -ty shape factor f
We now interpret the integral as a shape factor f Rep=up,-D/v turbulent profile
1 2 50,000 1.170
=L f So(Ra)-u(n) 1 ®) 100,000 1.158
2 ) w2 R 150,000 1.151
1 Co(Ren) Uy 200.000 1146
The shape factor is a measure for the deviation of the real profile 250,000 1.142

with respect to the reference square profile including the influence
of a variable drag coefficient along the cylinder.

Figure 1 teaches that the drag coefficient is approximately con- .
stant over a wide range of Reynolds numbers which is limited by In order to express the mass fluxas function of the force F
very small (Re<500) and very large Reynolds numbers (R2 we eliminate y, from Eq.(6) and in the resulting equation replace
-10°). Reynolds numbers-2-10° are not envisaged in our de- Fsqby means ofF/f) from Eqgs.(7,8). Then multiplication with the
sign. Reynolds numbers down to zero are present in the welknsityp and the pipe area®® yields
boundary layer, yet the contribution of this range is very small

; 1 IR w2
anyhow. Therefore we approximate e ) ' \/F-_p. (10)
co(Re(1) = Co(Rep). ) Veo(Rey)-f 1 oy

With this approximation the shape factor can readily be calculatétbre the force is the measured quantity. The density is either
for known profiles. For the parabolic laminar profile we findknown or measured through temperature and pressure for a gas.
f=2.13 independent of Reynolds number, which means that tRge and cylinder diameter are given. The drag coefficient is close
laminar profile more than doubles the force as compared to tteel (Fig. 1). The crucial parameter is the form factor f. It is only
square one. This shows the dominant influence of the squatgtbwn when the profile is idedlTable ) or measured which, of
velocity in a peaked profile. course, would save the flow meter. Our answer to the real, dis-
The shape factor of the developed turbulent profile exhibitstarted profile is a wire screen placed upstream of the cylinder.
slight dependence on pipe Reynolds numbep Re Table 1 Such a screen produces relatively small pressure losses and needs
shows. For the calculation the profile given by Gersten uritle space. It has a smoothing and equilibrating effect on up-
Herwig [7] was used. stream profile distortions such that the downstream profile ap-

100
t=15 55

load cell

w) —— reletalai et . —
. S cylinder -
R3 ' z
Fig. 3 FEM-designed load cell with  (bottom ) and without load (top)
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Fig. 4 Calibration set-up indicating installation range

proaches the square shape. In contrast to the flow straightendedtf springs transforming the acting force into deformation. The
has little impact on the swirl which we are not concerned abodeformation can be measured by strain gauges or optical displace-
anyhow. Squaring the profile the screen pushes the shape factoreint sensorgor others.
closer to one without reaching it, of course. It gets close enoughOur goal is the design of the entire meter. Therefore, as an
though, so that Eq(10) is suitable for the design process of theexample, we selected materi@luminum 7075 T7351land shape
meter which will normally start with the range of required by of a particular load cell as given in Fig. 3. All measures but the
the user for a given pipe of radius R. The cylinder ought to beall thickness w of the flexible joints were fixed. This given con-
much smaller than the pipe,g<D. With the product of g and f  figuration was fed into a FEM program to calculate the displace-
close to one the force F on the cylinder follows for known densitynent of the cylinder as function of the load for various wall thick-
F then determines the design of the load cell. nesses. The calculated results were checked versus a simple
After the design has been completed and the load cell has beeeasurement in which the load was simulated by weights and the
made calibration of nvs F-p according to Eq(10) in a reference displacement was measured by an optical galogegoNCDT by
situation becomes inevitable to accomplish high accuracy. WeMicro-Epsilon. Excellent agreement within:2.5% was found.
go through these steps further down concluding with an invesiihe outcome of this investigation is the following formula

gation on the sensitivity to installations.
_ ew?793%=0,0982 F. (11)
2.2 Drag Force and Load Cell. The fluid force on the cyl-

inder is an integrated load with varying load distribution. To medt relates the wall thickness w in mm, the displacemeiit mm

sure this load independent of the distribution a load cell as shownd the force F in Newton. Most importantly, a linear relationship
in Fig. 3 is suitable. Kinematically the four thin portions of thebetween force and displacement is achieved. In the design process
cell constitute the joints of a parallelogram. The front part with théhe maximum force will be known from the flow rate as described
attached cylinder moves under load parallel to the rear part fixaove. A corresponding maximum displacement has to be chosen
to a rigid base such that the attached cylinder remains in radadcording to the type of length measurement availgbteain
direction in the pipe. At the same time the thin portions flex likgauges, optical devices or other§hen Eq.(11) delivers the

1.1
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Fig. 5 Calibration curve
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Fig. 6 The investigated installations

thickness w, which of course is bound by upper and lower limitsoom air through a pipe systefprecision pipes DIN 2391 Air
The lower limit is set by machining and the upper limit by theenters the test pipe of 150 mm i.d. through a nozzle and a wire
condition that the flexible joint needs to be thin relative to thecreen of 1 mm wire and 3 mm mesh size. The pipe is segmented
side-pieces of the cell. The range 0, 5 rm<1, 5 mm was and assembled by flangésot shown to allow variable configu-
found reasonable for the test design. rations of pipe and installations including the DFFM and the
Please note that this test design was just to show the desigoreen which are integrated into flanges themselves. The big pipe
ability of the load cell. The ranges of measures and forces haverégiuces to a smaller one of=d00 mm i.d. which incorporates a
be tuned to the application. Venturi meter 20 d upstream of the blower. The Venturi provides
. . the mass flux reference after careful calibration against another
3 Set-Up and Calibration reference placed downstream of the blower described elsewhere
Figure 4 illustrates the basic set-up in the calibration mode. AB]. The DFFM is fitted wib a 8 mmcylinder of carbon fibre
air blower driven by a frequency controlled AC motor circulatefaminate for best stiffness to mass ratio. The displacement was to
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Fig. 7 Relative deviation of the mass flux measured by the DFFM versus the reference
mass flux for the installations of Fig. 6

be measured by an integrated strain gauge because we wereeffort spent. We were sure to get the density by temperature and
able to integrate the optical device mentioned earlier into thgressure measurements to withir).5% and the force to within
flange. A commercial load celPW4FC3 by HBM of the type =*0.2%.
tested in Section 2 was purchased in one piece with the strairThe second one concerns the performance of the meter when
gauge and an appropriate amplifi&A 651 by BLH). exposed to(disturbed installation flows different from the cali-

Data aquisition is by a National Instruments A/D card “PClbration situation. This is the subject of the next section.
6024E” in combination with the LabView 6i software. Besides the
force temperature and pressure in the pipe are recorded at the .
sampling rate of 10s™1. Due to an eigen vibration of the bar/cell4 Results for Installations
arrangement of the order of 200 Hz a mean value of the force hasa calibrated DFFM exposed to any square velocity profile in
to be taken. In order to do so the integration time should not dréige adequate range will be accurate within a small margin of re-
below 0.1 s. The LabView program views the recorded data iroducibility. Obviously, it is not possible to predict the efficiency
cluding the reference mass flux from the Venturi. of the screen for any installed upstream disturbance. As a conse-

The calibration procedure is as follows. Starting from uquence typical installation situations have to be tested before a
=3.5m/s mean velocity in the big pipe the blower motor frereliable error prediction can be made.
quency is risen stepwise up to the mean pipe velocity of about 32Figure 6 compiles seven variants covering quite common instal-
m/s. For each step is determined from p and Tincluding rela- lations and an extreme one. The common ones are the inlet nozzle
tive humidity) and F is measured. The reference mass fluis m with 10D of straight pipgA), two regular elbow bendd,C) and
obtained from the Venturi. This information together with Et))  two double bend$D,E). A pipe expansionF,G) opening from
yields the calibration diagram Fig. 5 displaying-tversus Re. As 100 to 150 mm i.d. on a short distance of 3.3 D introduces flow
Cp is close to ondsee Fig. 1 and discussipthe message drawn separation, an undoubtedly extreme disturbance bound to lead to
from this plot is that f in fact comes close to one too meaning thatibstantial indication errors of most any meter placed close to it.
the screen provides an approximately square profile at least in thiResults are compiled in Fig. 7. The relative deviation of the
calibration arrangement right downstream of a rounded inlgtFFM in terms of
nozzle. Of course, the residual Reynolds number dependence must ) )
be taken into account. The relationship A= ToFEMT Mhef, (13)

My

— —5 — 6
Cof =0.64 expp —64-10"* Re)cog —535 10" "Re~0.09 +1.91 is plotted versus the reference mass flux. The covered range of
.10 ®* Re+0.997 (12) mass fluxes corresponds to mean velocities in the big pipe from 5
to 28 m/s.
fits the data quite well constituting the analytical calibration curve When Am>0 the DFFM overpredicts the flow rate and the
of this particular DFFM. With the help of Eq10) it transforms other way round fod m<0. The first five installations show con-
into the mass flux vs force relationship. sistent negative deviations with some scatter. In view of the shape
With respect to accuracy it is important to distinguish betweeactor discussion the consistency suggests that in all these cases
the accuracy of mobtained from Eq.(10) and the accuracy the profile tends to be somewhat “flatter” than in the calibration
achievable in disturbed flow. After calibration the first one decase.
pends only on the measurement accuracy of force and density. FoElbow and double elbow produce strong disturbances which are
example, when either force and density are uncertain1®o the described by Hilgenstock and Er8{. Generally, the main prob-
mass flux is uncertain to onkz0.7%. This is a result of the law of lem of the disturbance is swirl which is known to decay slowly
error propagation. The actual uncertainties depend strongly on tiSehliter and MerzkircH10]). Here the DFFM is in the advanta-
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geous position that it is not affected by radial and tangential ve- The elements of the meter allow refinements which should be
locity components as already explained in Section 2.2. What fleoked at in further developments. Especially, the selection of the
mains is a moderate dent in the profile which is dealt with by thecreen parameters has some potential. Worth mentioning is that
screen and, to some extent, by the 10D of pipe length. In sum, tineo screens, upstream and downstream, would allow to reverse
installations lead to deviations from the calibration arrangemeithe flow direction.
yet, it must be emphasized that the deviation stays within a per-In conclusion, the philosophy of the DFFM is to prevent flow
cent! Furthermore the deviation exhibits a systematic charactisturbances from even entering the signal generation which then
which could be corrected for. can be based on known mechanics.

The pipe expansion of installation F, G produces substantial
positive deviations. Certainly, it is not recommendable to place a
DFFM (or any other instrumeptinto such a position. We have
included thes){e installations just to show hovs well the deviatiorﬁAkanOWledgment
of a DFFM can be interpreted. The diffusor angle of the expansionThis work was done in the research group “Fluid Mechanics of
enforces flow separation with high velocities on the center of ttldow Metering” funded by Deutsche Forschungsgemeinschaft.
pipe and low ones in the separated regioneven negative The
profile will be extremely peaked entailing large positive deviation
up to 4% in case G. In the other case F with the DFFM movegdeferences
downstream the flow seems to be reattached with a broader profil

: ° I€ 1] Baker, R. C., 2000, “Flow M t Handbook,” Cambridge Universit
and correspondingly smaller deviations down to half a percent for E2<ef ow Measurement Handbook,” t-ambridge Hniversity

. Press.
the higher flow rates. [2] Wildemann, C., Merzkirch, W., and Gersten, K., 2002, “A Universal, Nonin-
trusive Method for Correcting the Reading of a Flow Meter in Pipe Flow
5 Conclusions Disturbed by Installation Effects,” J. Fluids End.24, pp. 650—656.

. _ [3] Ruppel, C., and Peters, F., 2001, “Messung des Massenstroms in Rohrleitun-

We have shown how to design a flow meter for the mass flux in  gen durch die Widerstandskraft eines quer angestgn Zylinders(DFFM-
pipes from scratch. The design is based on fundamental fluid me-  Methods,” tm-Technisches Messei8, pp. 465-472. )
chanics(flow past a cylinde)rand a well understood type of load [4] Schkllchtlng, H., 1960, “Boundary Layer Theory,” 4th ed. McGraw—Hill New

. . . . York.
cell. The load cell determines the force on the Cy“nder which 1S @nfs) wieselsberger, C., 1921, “Neuere Feststellungdmerudie Gesetze des
accurate measure of the flow rate when the velocity profile is  Flissigkeits- und Luftwiderstandes,” Physikalische Zeitsch@®, pp. 321—
known. As the profile is normally not known the DFFM generatesm 3\?8- b . 1022 “Weitere Feststelunaiben die Gosetze d
. 2 . 3 ieselsberger, C., , “Weitere Feststellungeberu die Gesetze des
Its °‘."’“ proflle by means of an upStream Scr.een' This prpfll_e ap Flussigkeits- und Luftwiderstandes,” Physikalische Zeitsch@f, pp. 219—
proximates the square one used for calibration. The deviation of 554
the screen profile from the calibration profile causes the uncer{7] Gersten, K., and Herwig, H., 1992, “Straingsmechanik,” Vieweg-Verlag
tainty of the measurement. Tangential and radial disturbances i?e] W%Sbaden- . 2000, “Ein Syt Automatischen Korrektur der M
B H H H . _ lnaemann, C., f In System zur Automatischen Korrektur der iviessa-

th.e \_/elocny_dlstrlbutlon are .e“mlr.]ated by the meter from the be bweichungen von Durchflussmessgerabei gestder Anstranung,” Disser-
ginning saving further consideration. _ tation, Universita Essen.

In a number of real installation situations different from the [9] Hilgenstock, A., and Ernst, R., 1996, “Analysis of Installation Effects by
calibration situation we have demonstrated that the DFFM works lMef\nS OQCOmFilgi\tlt;'ﬁ Fluid Dynamics-CFD vs Experiments?” Flow Meas.

; nstrum.,7, pp. -171.

very .We”' It _ShOWS an error t.)ar O.f less than a percent with 0] Schitter, Th., and Merzkirch, W., 1996, “PIV Measurements of the Time-
consistent shift that can be rationalized so that accuracy could be Averaged Flow Velocity Downstream of Flow Conditioners in a Pipeline,”

even improved by corrections. Flow Meas. Instrum.7, pp. 173-179.
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The evolution of the streamwise momentum flux for two turbulent, plane, parallel jets

Elgin A. Anderson™* discharging through slots in a direction normal to a wall was studied both numerically
and experimentally. The numerical results, obtained by solving the Reynolds-averaged
Jeffrey Allen*** Navier-Stokes equations employing a standarcekturbulence model, predicted to within
experimental error measured integrals of the momentum flux downstream of the merge
Department of Mechanical and Aerospace point for jet spacing S/e5. Integration of the streamwise component of the Reynolds-
Engineering, averaged Navier-Stokes equations over a control volume results in an integral constant
UMC 4130, that was evaluated numerically for jet spacings SRJ 5, 7, 9, and 11, and for different
Utah State University, levels of turbulence kinetic energy and dissipation rate at the jet inlet boundaries. Results
Logan, UT 84322-4130 revealed that the integral constant is decreased as the jet spacing increases, and is also

decreased as jet entrainment rates are increased due to higher levels of inlet turbulence
kinetic energy, or alternatively, decreased levels of dissipation rate. Streamwise distance
to the merge point was also found to decrease for increased levels of turbulence kinetic
energy or decreased levels of dissipation rate at the jet if[@Ol: 10.1115/1.1778717

Introduction self-preservation for the mean flow was attained a short distance

Single turbulent plane and offset wall jets have been Studifgwnstream from the combined point, the turbulent velocity fluc-

extensively. This is due, in part, to the many practical applicatio gat_lon only became self-preser_vmg much further downstream.
i ) - . X . Lin and Shey8,9] used hot-wire anemometry to show that the
of wall jets, including burners, boilers, film-cooling, fuel-

riecton, and heating and ar condiionng systefs 3. Hou. A1 YAlocy anbroaches sel reserialon I bt the nerging
ever, relatively few investigations into the properties of multiplgelf_ reservationgin thé combined rey ion onl Measuremen?spalso
plane, parallel jets appear in the literature. In addition to the an-dicgted that the entrainment and sgreadin y.rates in the combined
plications mentioned above, the study of multiple jets may also be . d spre 9 -
; : . - fegion were greater than those in a single jet flow. This was at-
important in the design of poliutant exhaust stacks. Specifical ibuted to significant increases in the values of lateral turbulence
relative to a single exhaust stack, the close grouping of stacks. t o nsit andgthe Revnolds shear stress relative to a sinale iet
form parallel jets may be employed as a means to increase i y yno . : gie jet.
asr and La[10] provide an experimental comparison between

2?223:: Egmfag%acmry and consequently decrease the ImpaCE)araIIeI, plane jets and an offset javhere a wall replaces the

The earliest experimental studies of two plane, parallel wall je%mmetry plang The interaction of the two shear layers on both
were those of Tanakgb,6] in which the basic flow patterns andSldes .Of the symmetry pl_ane res_ulted na much_ more tur_b_ulent
entrainment mechanisms of parallel jets were described in ter %ar'f'eld for _the parallel jet, r_ele}t!ve to the offset jet. In addltl_on,
of three distinct regions. The first was termed the converging r i€ recirculation Zone was significantly smaller for the two jets
gion, which begins at the nozzle exit and extends to the poi an for the offset jet. In a I.ater vyorK Na§r and L[] also .
where the inside shear layers of the jets merge, which is ter zarformed an experimental investigation into the effect of jet

the merge point. By definition, the velocity on the symmetry plan%oacmg on the mean streamwise momentum flux measured at the
tﬁ%mblne point. They reported that the mean momentum flux de-

is zero at the merge point. The merging is due to the asymme((jgeases linearly with increased jet spacing.

nature of the entrainment rates of the individual jets, which lea Anderson and Spafl1Z] recently presented experimental and
to a region of low pressure between the jets. Downstream of the ™ ™ paf. y P P .
umerical results for isothermal, plane parallel jets at spacings

merge point an intermediate, or merging region, exists. This . /49, 13, and 18.26whereSis the spacing between jet center-

ion extends to the combined point, which is defined as the poit ) . . .
glong the symmetry plane at \E)vhich the velocity is a maximrl)J ines andd is the jet width, see Fig.)1Values of the merge and

Finally, the combined region occurs downstream of the combingq;fmbined points computed using both the standard: and a

point. In this region the two jets begin to resemble a self-similrﬂJ erential Reynolds stress model were compared with experi-

single jet. Tanaka'’s experimental results also showed that an in'?égnta”y measured values. Good agreement between numerical

gral constant, discussed further in the Results section, was nez?r;l;g?j experimental results was obtained. Furthermore, relatively
constant at any streamwise locatig@i. small differences between the results of the two turbulence models
The mixing between two parallel jets was investigated expele\!ere observed. SpglL3] extended the numerical work in Ander-

mentally by Elbanna et a[7]. Their results showed that the meargfn and Spal[lZJ 10 include buoyant jets. The re§ults indicated .
velocity profile of the parallel jets agreed well with the single je at, for heated jets, buoyancy effects and associated increases in

in the region downstream of the combined point. Also, in th gttr;irllr;rg(tegt”:gsrtrjlléerdeln ;n?gmﬂcant decrease in the streamwise
region the mean velocity decay matched that of a single jet. Whi & ge paint. . .
In the present work, the streamwise momentum flux of isother-
Member ASME mal, parallel jet configurations is investigated both numerically
** PresenYt Address: Lockheed Martin Missles and Fire Control-Orlando E:GOCH‘](j eXpe”men_ta”y' Numerical and experimental I’QSUHIS for com-
Sand Lake Road, MP-605 Orlando, FL 32819-8907. ponents of an integral constant are compared for jet spa®idg
*** Graduate Research Assistant. =5. Additional numerical results, in terms of merge points and the

Contributed by the Fluids Engineering Division for publication in tBNAL  jnteqra| constant, are presented at higher Reynolds numbers for jet
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division

April 4, 2003; revised manuscript received February 13, 2004. Associate EditstP@cings ranging from 3 to 11. We also investigate the sensitivity
W. W. Copenhaver. of the numerical solutions, in terms of computed merge points and
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X combined region which uniform velocity profiles were set. The inlets were placed
to provide jet spacingS/d=3, 5, 7, 9, and 11, wher@represents
the spacing between jet centerlines.

Constant pressure boundary conditions were specified on the
lateral boundaries defined gtd= +30, while an outflow(zero
normal derivativg boundary condition was specified &f,,,/d
=80. The authors also applied constant modified pressure bound-
ary conditions at the outflow boundary, where the modified pres-
sure is defined ag=p+ 2/3pk. This condition can be justified by
recognizing that beyond the combine poimthere the flow is
nearly a parallel shear flowa higher-order version of the
boundary-layer approximation to the transverse momentum equa-

tion may be written ag/dy(p+pv'v’)=0 (Ref.[16]). Far from
the jet centerline, the turbulence quantities are negligible, and thus

combined
point

merging region

converging region the modified pressure may be set to zero along the entire boundary
at Xha/d=80. Results from the two approaches are essentially
l indistinguishable.
> Finally, we note that results of numerical tests performed by
y doubling the extent of the domain in each direction for 8id
| ¢ =9 case are presented in the Results section. In essence, these

results will confirm that the extent of the domain as described
above is sufficient.
: L : ) . The relevant Reynolds number for the problem was defined as
E;g'ingteljsiss‘tzgrrrjmuon of parallel jet flow field parameters and co Re‘:((JUid)/,U« (w_herep is the_der)sity,ui the uniform jet inlet
velocity, andu is the dynamic viscosily We note that results
from previous studies indicates that the location of the merge and
) ) ) . combine points are nearly independent of the Reynolds number
values of the integral constant, to the inlet jet boundary conditiops ., Ref.[17]).
on turbulence kinetic energy and dissipation rate when usikg a Gijven the turbulence intensitiesT) at the inlet, a uniform
—& model. turbulence kinetic energy distribution was specified from the
relation:

Numerical Procedure

The governing equations consist of the unsteady, incompress-
ible Reynolds-averaged Navier-Stokes equations, and equatidf§ dissipation rate inlet boundary condition was then specified
for turbulence closure. The equations were solved using tR&:
pressure-based, structured-grid, finite-volume code CFD-ACE 07515
(Version 4, CFD Research Corp., Huntsville, AL e=Co kML, )

In th‘? t_axperimenta_l work OT Anderson et fll4] it was shown, The turbulence length scale was taken as 0.@7 where the
for sufficiently small jet spacingsyd<2), that unsteady flows factor 0.07 is based on the maximum mixing length in a turbulent
may develop. Consequently, an unsteady num(_erlcal formu_latls[be flow. Of course, the dissipation rate as computed byFds
m?es fgirgr?ﬁ?hgo‘g\%ﬁ{novgr bg?iéiggm?zssﬁerzd d?ni;enlgilonp more than an estimate. Consequently, an examination of the
9 9 9e€d ’ 9 Qensitivity of the results to the specified values of inlet kinetic

less time stepl; /d)At= 1.0 (whereU; is the jet inlet velocity, energy and dissipation rates is presented in the Results section.

resulted in steady, time independent solutions. . ; ) . .
Results preser):ted in AndF()EI’SOI’] and SpaR] revealed only By scalingk with U? an_da with U¥/d the dimensionless forms
%Eqs.(l) and(2) are written as:

small differences in the predicted merge point locations and me

profiles obtained using eithé&— ¢ or differential Reynolds stress

turbulence models. Consequently, for this study-ee model was

employed for turbulence closure. The empirical constants in thgq

model were taken asC =144, C,,=1.92, C;3=1.0, C,

=0.09,0=1.0, ando,=1.3. e=C(k)%? (4)
Interpolation to cell faces for the convective terms was per-

formed using a third-order Osher-Chakravarthy schémfe Yang  respectively, where€€=C?.7%0.07 is a constant. Beginning with

and Przekwa$15]); second-order central differencing was use&qgs.(3) and (4), all variables presented are to be considered di-

for the viscous terms; a first-order implicit Euler scheme was usetensionless except when units are included, or when referring to

for the temporal discretization. Pressure-velocity coupling wasreamwise distances and jet spacings, wikéleandS/d, respec-

based on the SIMPLEC procedure. Calculations were carried dively, are used.

in time until a steady state was achieved. Five different grid resolutions were employed for the dual jet

S/d=9 case to assess grid convergence. These grids contained

o 149x200, 229<300, 299400, 29% 600, and 39%600 points,

Geometry and Boundary Conditions respectively. The number of grid points across each jet at the inlet
The computational domain was defined by a rectangular regicanged from 10 to 30. In all cases, cells were clustered laterally

discretized using a cartesian grid covering the entire flow fieltbward the jets, and toward the wallxdid= 0. The results, which

Symmetry boundary conditions along the plane midway betweare presented in detail in a subsequent section, indicated that ac-

the jets were not employed in order to accommodate the possilméptable grid convergence was obtained using ax29® grid.

ity of unsteady, asymmetric oscillations in the jet flow pattern&onsequently, all other cases were computed on &299 grid.

The domain was bounded on thxe=0 plane by a wall along The 299<400 grid used for the&s/d=9 case is shown in Fig. 2

which equilibrium wall functions were specified. Openings ofhere, for purposes of clarity, we have limited the plotting to

width d in the wall defined the locations of the jet inlets oveevery fourth grid line in each direction. To provide further per-

k=1.5U;T)> 1)

k=1.5T2 ©)
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|f smearing of the velocity profile near the shear layers, and would
produce a significant error in the momentum flux calculation in
\ this region. The portions of the flow field downstream of the
\ merge point were surveyed utilizing a two-axiswire) probe.
, The probe was positioned by a computer controlled two-degree-
of-freedom traverse with positioning accuracy00.01 mm.
\ The mean velocity and turbulent normal stress results presented
in this study are based on an average Yfsamples per data point
i acquired at a sample rate of 4000 Hz for a total sample period of
8.19 s. The sample rate was defined by the minimum sample rate
beyond which the statistical quantities remain constant and repeat-
able. Calibration of the hot-wire probe was accomplished using a
TSI Model 1129 automatic air velocity calibrator. The mean stan-
dard errors of the velocity calibration are as follows3% for
velocities between 0—-1 m/s;71.5% for velocities between 1-8
m/s, and<0.5% for velocities greater than 9 m/s.

The exit momentum flux was calculated from the mean velocity
profile measured a distance of 1 mm above the nozzle exits. The
downstream values of the mean and turbulent momentum flux
were calculated by integrating a theoretical curve fit of the experi-
mental data at three streamwise positioxsl=32, 40, and 48.
The curve fit was required to remove the error introduced by the
hot-film probe near the tails of the mean profiles. This error is
caused by the presence of a transverse entrainment flow which
produces a cooling velocity perpendicular to the axis of the probe
which dominates near the tails of the mean profile. The conse-
quence of this error is a streamwise mean velocity profile that
does not decay to zero near the jet boundaries but instead main-
tains a constant plateau value. This effect is only of consequence
near the jet boundaries. Therefore, a curve fit was produced based
on the theoretically justified hyperbolic secant squared mean pro-
file (Ref.[16]). A best fit was calculated to match the width and
magnitude of the experimental profile. The theoretical profile de-
cays to zero near the jet boundaries and therefore significantly
reduces the error introduced by the hot film probe in that region.
The resulting profile was integrated to determine the mean mo-
mentum flux. The accuracy of this method was confirmed by ap-
plying it to experimental data for the single jet case. As desired,
agé(e integration of the best fit theoretical profile at various down-

Fig. 2 Representative computational grid ~ (299X400) with con-
tours of velocity magnitude superimposed for the S/d=9 con-
figuration at Re =50,000. For purposes of clarity, every fourth
grid line is plotted in each direction.

spective on the grid clustering, contours of constant velocity ma | . hed th f h it Th
nitude for the Re-50,000 case presented in the Results section gt&€am locations maiched the momentum flux at the exit. The
turbulent momentum flux was determined by direct integration of

also superimposed on the grid. h
the streamwise normal Reynolds stress.
Experimental Procedure and Uncertainties Momentum f_qu is an integrate_d quantity and therefore repre-
sented by a finite sum from experimental results. Each component

The schematic shown in Fig. 1 defines the relevant parametgfshe sum has an uncertainty associated with it. We assume that
for the parallel jet configuration. The origin of the two-the uncertainty in a particular compone(i) is unrelated to the
dimensional coordinate system was oriented with the vertical a)(jﬁcertainty in another Componem(i + 1)’ ie. independent’ a
intersecting the center of the nozzle plate. The jet nozzles hadygical and reasonable assumption. For such situations it is appro-
width d=0.318 cm and a spanwise length of 20.32 cm giving a jgfriate to sum the uncertainties in quadrature, i.e. root-sum-square
aspect ratio of 64. The spacirf®was kept constant for all con- method(Ref. [18]). It is not adequate to simply assume that the
figurations at a value of 1.588 cm for a non-dimensional spacirﬁgta| uncertainty in a summation is the summation of the compo-
parameters/d=5. nent uncertainties as this approach gives a unrealistically high

Flow was produced by a 1 HP blower controlled by a variablgncertainty which approaches infinity as the number of compo-
frequency drive. Jet nozzle slots were machined into 1.27 Gfents of the sum approaches infinity. The momentum flux uncer-
thick aluminum plate. Vertical end plates were positioned at thainty calculations were performed for each configuration. Each
spanwise termination of each nozzle to enhance the twgomponent of the summation has a specific uncertainty in length
dimensionality of the mean flow, and to minimize spanwise efneasurement, velocity measurement, and density measurement.
trainment of ambient fluid. Two-dimensionality was confirmed bDn|y the Ve|oci’[y measurement uncertainty varies from compo-
velocity surveys at the spanwise coordinateszef0.00, and nent to component since the length uncertainty is constant and,
*=1.27 cm that indicated negligible changes in the velocity statisince we assume incompressible flow, the density uncertainty is
tics. An exit velocity of 18.4 m/s was selected giving a Reynoldsonstant. Using the root-sum-square method, the uncertainty in

number based on the jet nozzle width of approximately-B&00. the experimental values of the total momentum flux was com-
The streamwise turbulence intensity at the nozzle exit was gguted as 1.5%.

proximately 1.0%.

A constant temperature anemometer system was incorporajed
with TSI ThermalPro software to acquire the velocity measur Xesults
ments. A single axis hot film probe was applied at the jet exit In his experimental investigation of two-dimensional parallel
plane to obtain an estimate of the jet exit profile. A single axigts, Tanakd6] found that the spanwise integral of mean momen-
probe was used here to maximize the transverse spatial resolutiom, pressure and turbulence fluctuations was constant for all
of the measurement. The design of two axis probes results irstieamwise locations/d. To derive an appropriate integral rela-
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Integrating Eq{5) over a control volume that defines the compu -0-2
tational domain results in the integral constraint:

1.2
i - ——-Juugy [
11 [(UU + vu)dy N
- O  Juudy =
N O (U + vuidy -
1= ~ :
- i y
R 04 ———— [2/Re (3U/ax) dy
0.9 R e [23K Y
B 3 — — — - Integral Constant
i 02
0.8 [ : ,. vvvvv
i e
i 5 / Tt T T T T T T T T T T
1 02 !
B B /
B S /
B ~ oo
RIS G T TR S IO N Y RN A RSN N S R -0.4 A ST T ST N U T T SO N A S T W |
085 10 20 30 20 50 0 10 20 30 40
x/d x/d
. . . . (@
Fig. 3 Comparison between numerical and experimental re- 1 f
sults for the time-averaged streamwise momentum flux, uu Y -
+u'u’, integrated over planes of constant  x/d at S/d=5 (ex- B
perimental data represented by symbols ) 0.8 n
. . . . . 0.6 N juu dy
tion that may be applied to our numerical results, we first write tt Y2 —— — — Jpdy
streamwise (x-direction component of the incompressible, - ————— [2/Re(3U/ax) dy
Reynolds-averaged Navier-Stokes equations, employing t 0.4 [ e [2(3K dy
Boussinesq approximation for the turbulent stresses, in dime “" | — — —— Integral Constant
sionless form as: -
ey a(P+2k)+& 2 Y 2r
ax (UU) ay( )= 37/ ox|Rg dx -
J[1 (au N . O — =
+— ===+ = L
dy|Rg\dy  ox ©) [ T e — -

Ymax| 2 2 oU O | I VAU S N [N RN TN TN N N N N A N
UU+P+ zk— o= —|dy=constant (6) 0 10 20 30 40
Ymin & 2 XId
for high Reynolds number flows evaluated along planes of co.. (b)

stantx/d. We note that the computational and experimental dr%-.g 4 Numerical results of term-by-term evaluation of integral
mains extend sufficiently far in the lateral directions so that t eéquation, Eq. (6). (a) S/d=9 configuration. (b) Single jet con-
entrainment is perpendicular to the boundarieg/dt= + 30 (i.e., figuration
U~0). '

To validate the numerical work, in Fig. 3 we present a compari-

n of numerical and experimental results for the inte(raalu- . .
son of numerical and experimental results for the inte u perimental results presented in Rgt1l]. One may extrapolate

ated acrpss the domain, for constth_t?) ,Of the "”?e'a"eraged between the results in Rdfl1] for jet spacings of 4.25 and 7.5
streamwise momentum fluxf(UU+u’u’)dy, at jet spacing %

energy at the inlet for the numerical calculations using 89. e gownstream of the merge poifiocated ax/d=6.02). How-

The dissipation rate was then specified using €. The Rey- gyer no information concerning the inlet turbulence quantities
nolds number for both the experimental and numerical work Wasg presented in Ref11]. As will be shown at a later point, the
3600. For the numerical results, the Reynolds stress term Wggqa| constants are dependent on the inlet boundary conditions
computed using the Boussinesq approximatiariu’=2/3k on k and &; consequently closer comparison with the results in
—(2/Rg)(dU/0x). Relative to the experimentally determined valRef. [11] are not warranted. Based on the above results, we con-
ues the numerical results under predict by approximately 1.5% tBigde that thek— e model performs reasonably well in predicting
integral of the mean velocity squared, and over predict by aghe integral of the momentum flux in the region downstream of
proximately 1% the integral of the total momentum flXote the merge point. Since the flow direction cannot be determined
that the difference between the two sets of data represents Ha@ed on hot-wire results, no experimental data is available near
contributions due to the integral of thBu’ stress term.We may or upstream of the merge point.

also compare the results for the mean momentum flux with ex-The remainder of the results to be presented represent numeri-
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12— Table 1 Value of integral constant and merge point as a func-
[ tion of inlet k and & boundary conditions for the ~ S/d=9 case
I - k € v lv constant merge point
LR PP
[/ 0.00375 0.00216 29 0.743 9.60
/ i B A G
1 ~ T T 7 ¥=0.00375, =0.00216 0.015 0.00054 1875 0.692 8.60

e k=0.015, £=0.00431

3z | o —— K=0.015, ¢=0.00054
N
?0or
g i present in Table 1 the computed values of the integral constants as
=+ i - == === == a function of inletk and e. The corresponding value of the inlet
08I T T turbulent viscosity ratio is also given. The results reveal that the
- : integral constantsee Eq(6)) for these two cases is, to within two
[ decimal places, equal. Two additional cases are also shown on the
07 A figure. In one case the dissipation rate was increased by a factor of
= four, from 0.00054 to 0.00216, witk held constant at 0.00375.
[ This resulted in an increase in momentum flux downstream of the
0.60 e 1'0 . 2'0 e 3'0 ! 4'0 merge point, along with an increase in the integral constant from
x/d 0.72 to 0.74. Conversely, when the dissipation rate was held con-
stant at 0.00054 and the turbulence kinetic energy was increased
Fig. 5 Sensitivity of streamwise momentum flux to variations by a factor of four, from 0.00375 to 0.015, the momentum flux
in the jet inlet turbulence kinetic energy and dissipation rate downstream of the merge point, relative to the other cases, de-
boundary conditions creased. Consistent with that result, the integral constant de-

creased to 0.69. The inlet turbulence viscosity ratios are also
shown in Table 1. As expected, an increase in the viscosity ratio is
) ) ) ] accompanied by a decrease in the streamwise distance to the

cal solutions. For these cases, the inlet turbulence intensity Waferge point and a decrease in the integral constant.
unleSS Othel’Wise SpeCified, fixed at 5% fl’0m WhICh the turbulenceThese resu'ts can be exp'ained in terms Of entrainment rates and
kinetic energy and dissipation rate were then derived using Eggsociated pressures between the jets in the converging region.
(1) and(2). The Reynolds number was set to 50,000. These vatyr instance, a relative increase in the turbulence kinetic energy of
ues, larger than available from the experiments, were used to Bl jets(with & held constantis associated with an increase in
ter model higher Reynolds number flows typical of industrial aRsntrainment rates, which, in turn, decreases the distance to the
plications. (However, as previously mentioned, merge poinfherge point, and decreases the pressure along the wall between
locations are not strongly dependent on the Reynolds numbgfe jets. Since the value of the integral constant/dt=0 (along
Based on these conditions, the results for each individual tegfe wal) is dictated primarily by the pressure and mean momen-
within Eq. (6) have been plotted in Fig.(4) for jet spacingS/d  tum terms, the value of the integral constant is thus decreased for
=9. The sum of these terms, representing the integral constangreased rates of entrainment associated with the increase in tur-
Eqg. (6), is also shown in the figure. The dominant terms in thgylence kinetic energy of the inlet jets. Of course, the converse is
balance over the converging region are those representing {Ag for an increase in the inlet dissipation ratéth k held con-
mean momentum and the pressure, with contributions from tgyny. We also note that this demonstrated sensitivity of the merge
normal Reynolds stress term, computed as K2/@/Re€) point location to inlet flow conditions, which is on the order of

X (dUldx)), of lesser significance. Downstream of the combine
point each of the terms become nearly constant withdy
~ —(2/3)[ kdy as dictated by a higher-order boundary layer ap-
proximation applied to a single jet. Results for the spaci8igs
=3, 5, and 7 are qualitatively similar to ttf8#d=9 results, hence
for purposes of brevity are not shown. The integral constants f
jet spacingsS/d=3, 5, 7, 9, and 11 were found to decrease, an
were computed as 0.828, 0.776, 0.747, 0.721, and 0.701, resg
tively. (Note that the sensitivity of the solutions, in terms of gric
resolution, is discussed at a later pointhese results may be
compared with single jet results shown in Figby for which the >
integral constant was computed as 0.933. We also note that : .=
streamwise locations of the merge points were computed cs g
=2.97, 5.30, 7.42, 9.26 and 10.93 for jet spaciBg$=3, 5, 7, 9 +
and 11, respectively. o
Calculations were also performed to assess the sensitivity of t §
solutions to the inlet boundary conditions &rand . These re-
sults, in terms of integral constants and merge point locations, ¢
shown in Fig. 5 for the dual je®/d=9 case with four different
combinations ok ande. The dissipation rate inlet boundary con-
ditions are presented according to E4) with the value of the
constant C adjusted to provide varying levelseofin particular,
the proportionality constant for the casek,d) defined by
(0.00375,0.00054 and (0.015,0.0043) is equal, and given as
2.347. As indicated in Fig. 5, the results for these two cases,

1.2

1.1

0.9

0.8

0.7

0.60

LA I ML N N L N R L M M

149x200
— — — — 229x300
—————— 299x400
<= L ) 1 1]
— — —— 399x600
———e - 299x400, extended domain

10 20 30 40
x/d

expressed in terms of the momentum flux, are very similar dowpig. 6 Sensitivity of the numerical solutions to grid resolution
stream of the merge point, which occurs nead=9. We also and the size of the computational domain for spacing S/d=9
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10%, may account for some of the differences in experimentaltyeased levels of dissipation rate. Streamwise distance to the

measured merge point locatioris.f., a summary of published merge point also decreased as inlet turbulence kinetic energy lev-

experimental results tabulated in REE0].) els were increased, or as levels in dissipation rate were decreased.
Finally, the sensitivity of the numerical solutions to grid resoThese results were explained in terms of the effect of entrainment

lution, and to the size of the computational domain, is examinedtes and associated pressure distributions in the wall region be-

for the dual jet case defined I8/d=9. Results are shown in Fig. tween the jets.

6 in terms of the integrated momentum flux for grid resolutions

consisting of 14%200, 22% 300, 299400, 299<600, and 399

X600 grid points in the spanwise and streamwise directions, ra€ferences

spectively. The results indicate that a grid converged solution ha$l] Thomas, F. O., 1991, “Structure of Mixing Layers and Jets,” Appl. Mech.

been achieved on the 28900 grid. Also shown in the figure are [2] E\?v\el.r}t‘tmkp?/.\/lla\%:illggbins A. G., 1978, “The Development and Structure of
results for a(largep domain that extends over the ranges0 Turbulent Plane Jets,” J. Fluid Mecl88, pp. 563-568.

<y/d=<60, O<x/d<160 which was computed on a 22300  [3] Gutmark, E., and Wygnanski, I, 1976, “The Planar Turbulent Jet,” J. Fluid
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Measurement and Modeling of
e | Propeller Cavitation in Uniform
Inflow

Fahio Di Felice An experimental and theoretical investigation on a cavitating propeller in uniform inflow

is presented. Flow field investigations by advanced imaging techniques are used to extract
guantitative information on the cavity extension. A refined map of the propeller cavitating
behavior is established. Measurements are compared to numerical results obtained using
an inviscid flow boundary element method for the analysis of blade partial sheet cavita-
tion and supercavitation. The effect of the trailing wake vorticity on the prediction of the
cavitation pattern is analyzed via a wake alignment technique.
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Introduction techniques, such as laser Doppler velociméfrg] and particle

Visual observations and photographic recordings have been imqige velocimetn{13]. The present work extends the existing
; . nap grap 9 N Yabase to cavitating flow conditions. In addition, the E779A
are in many practical situations the common means to provide 8

. " L ) ometry is very close to that of many existing twin-screw ship
measure” of the cavitation pattern. With regard to the research : . .
the field, various methods are reported in the literature that all opellers, thus enhancing the interest of the study. Finally, the

more accurate estimates of both the extension and volume of 79A propeller provides a complete and challenging test case for

cavity shape. For instance, Dupont and Avellahand Pereird?2] € validation of numerical codes.

. . . The data collected in the present work covers a large number of
report precise measurements of the cavity I_ength and th'.CkneS.Sff())Qv conditions. A rich cavitating flow database is being con-
isolated two-dimensional and three-dimensional hydrofoils, usi

. . ) Wructed, representing a powerful tool to investigate in detail the
charge coupled de_zwce(QCDs) anq laser light structl_Jred Into arange of applicability of new theoretical models and to assess the
plane sheet. Pereira et 4B] describe a fully three-dimensional

accuracy of predictions. As a matter of fact, the validation of
method to measure the volume of the vapor structures as they

d by leadi d L n th f 7 erical predictions against experimental flow data is generally
generated by leading edge cavitation. In the case of cavitatingy ,sgjple, even though the numerical field is very active and

propellers, the pin gauge method is the simplest and most imMeiger for such informatiofi.4,15. The lack of quantitative data,
diate approach, but highly intrusive as the pins also cavi#ie ,ccirate and covering a useful spectrum of flow conditions,
Lehman[5] seems to be the first to present nonintrusive quantitgy|ains the situation. Moreover, inadequate data formats have
tive measurements, using multiple orthographic views to build e ysed that are not suitable for a convenient exchange of
estimate of the cavity volume on a model propeller. Using St&ssormation.
reophotography, Sontvedt and FrivgE report volume measure-  yere cavitating propeller measurements are used to perform a
ments on model and full-scale propeller-hull configurations. Thekorough assessment of a computational prediction tool that is
find large discrepancies, with an inaccuracy ranging from 30% {gyjig for sheet cavitation analysis of isolated propellers in uniform
100%. Working on model configurations, Ukon and Kurd@ jyiscid flows. The theoretical formulation is based on a boundary
devise a method where the spot of a laser beam scattered byifiggral methodology for the velocity potential, derived from
cavity surface is detected and used to measure the thickness F?rft‘ﬁigno et al.[16]. The trailing wake vorticity path is accurately
extension of the cavity. Implementing laser beam scanning aggscribed through a wake alignment technique. The cavitation
CCD technology, the same groy] further develop this laser model considered here is derived using standard procedures of
scattering technique, and perform the mapping of unsteady cavifyundary element methofis7,18. The model is based on a non-
surface on propellers behind complete ship models. Kodama etj@ear free cavity length approach and is valid to study leading-
[9], and later Tanibayashi et 4]10], extend the principle using edge attached cavities and supercavitating flow conditions. Both
two laser beams, applying it to full scale cavity thickness meghe wake alignment technique and the cavitation model are inte-
surements. Another variant of this double-laser beam approachyigted into the boundary integral methodology through iterative
proposed by Stinzinfl1], with application to model scale tests iNprocedures.
nonuniform flow. The paper describes, in a first part, the experimental method-

In the present work, new developments are introduced into tegies that are introduced to characterize the cavitation develop-
observation and quantification of the cavitation pattern and afigent on a rotating propeller. In a second part, an outline of the
applied to a skewed four-blade model propeller in uniform inflowasumerical approach is given. Finally, the results of the experimen-
Using a novel cavitation analysis approach suitable for field ag| investigation are used to assess the validity of the numerical
plications, the area of the leading edge cavitation is accuratefethod.
quantified throughout an exhaustive range of working conditions.

A modified Wageningen type model propelldiNSEAN
E779A) was selected for the present research project, for it has . .
been thoroughly studied in non-cavitating flow conditions witfEXperimental Analysis

pressure and noise measurements and state-of-the-art visualizaticgletup The experiments are carried out at the Italian Navy

cavitation tunnel facilit C.E.l.M.M.). The tunnel is a closed wa-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL : o : :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionter circuit with @ 0.6 nx0.6 mx2.6 m square test section. Optlcal

July 4, 2003; revised manuscript received February 20, 2004. Associate Editor:36C€SS to the sectio_n is po_ssi_ble through large PefSPeX windows.
Tsujimoto. The nozzle contraction ratio is 5.96:1 and the maximum water
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Fig. 1 Experimental setup

speed is 12 ns~ L. The maximum free stream turbulence intensityhe blade, fluctuations of the illumination intensity, objects in the
in the test section is 2%. The flow uniformity is within 1% for thefield of view, are among many other causes that make the task
axial component and 3% for the vertical one. difficult and unreliable, especially if done automatically.

The skewed four-blade model propeller has a radasD/2 The approach used here, and depicted in Fig. 2, is based on the
=0.117 m, a pitch-to-diameter ratio of 1.1 and a forward rakeross-correlation between a template imdey. 29, i.e., the
angle of 4.05 deg. The blockage ratio in the test section is abdii&de viewed in non-cavitating conditions, and the image being
10%. analyzed(Fig. 2b). The cross-correlation is a robust tool to make

In the following sections)), Ko and Ky are the advance, the the comparison between images: a high correlation would indicate
torque and the thrust coefficients, respectivelyis the cavitation that the template and the image are similar, while a slight differ-
number related to the reference presgugeneasured at the pro- ence would result in a lower correlation coefficient. In order to
peller axis, andr, is the cavitation number related to the propelletocalize the transition regions between the cavitating and the non-
rotational speed. The measurements described here have beeavitating situations, the cross-correlation is performed on small
performed across an extensive range of working conditions, witimage regions, represented in Figs. 2a and 2b. Figure 2c shows the
oo andJ being the control parameters. result. The convolution operation is performed across the whole

The measurement configuration is pictured in Fig. 1. The bladmage to produce a correlation image, see Fig. 2d, where the
angular position is adjusted to allow a full view of the blade face.

A CCD camera is dedicated to the measurement of the pattern

area and is oriented at an angle with respect to the test secij
window. Looking at an angle through the thick window introduce
strong aberrations, which are almost fully cancelled using a wats
filled glass tank in the form of a wedge, and placed so that tl
camera optical axis is normal to the wedge face. The propell
shaft is equipped with a rotary encoder that supplies an electri
trigger signal, used to pilot a pulse delay generator, which in tu
controls the phase between the propeller and the image capt
and synchronizes the camera with the illumination system.
single high intensity flash lamp, with a 3@s light pulse, is used
to observe the cavitation pattern. For every flow condition, 12
images are recorded, simultaneously with the corresponding flc
parameters.

Cavitation Extension Measurement. We introduce a novel
methodology to determine the cavity area, designed to be higt
robust and accurate. The common method of analyzing cavitati
images consists of enhancing the contrast between the cavital
pattern and the rest of the image. This is usually done by thres
olding the imagg19]. However, it is well known that this ap-
proach is very sensitive to variations in the illumination. The re-
gion of interest needs also to be easily distinguishable from tegy 2 image cross-correlation procedure:  (a) template image:
background. In a complex environment such as a rotating propel) cavitation pattern image;  (c) local cross-correlation; ~ (d) cor-
ler, this approach is not reliable enough: tip vortex, scattering olation image
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blade surface and pattern. A back projection using basic geometric
optics would report this image information into a plan view, and
this would correct for the variable magnification. However, this is
only valid if the system is free of optical aberrations and requires
exact knowledge of the optical parameters and of the blade geom-
etry. In fact, the complex lens system composed of the camera
objective, the prism, the test section window and the water me-
dium, introduces focusing aberrations and optical distortions,
which are the source of nonlinear magnification. The image dis-
tortions can be corrected by calibration procedures. To do so, we
apply here a technique known in the image processing field as the
warping transformatiofi20], with a second-order perspective op-
erator to account for the nonlinear effectsx|f(i=1,2) are the
original image coordinates of a point, the warped image coordi-
natesx; are then defined by

o
)
9
54
)
g
e
(—4

2 2
A%t Xt @i o1 ) Xy T8 X5 T A 5X1 X

i’ - 2 2 (1)
b X1+ b 1Xa+ by o+ by XT+ Dy X5+ sX1 X
; wherea; ; andb; ; are the coefficients of the transform.; and
Leadmg edge b; ; are unknowns that are determined by a Nelder-Mead least-
square minimization method, using reference points on the dis-
1/R=0.3 torted image.

— 1 /R=04

To make this correspondence, a grid is printed on a blade, with
lines drawn spanwise at variougR, and radial lines regularly
spaced chordwise, see Fig. 3. Instead of determining one unique
transformation for the whole image, as commonly done,(Exjs
calculated for each polygon defined by the intersection of the two
sets of lines. This approach refines the transformation and avoids
the side-effects inherent to the use of nonlinear polynomials in
regions where calibration points are not available. Three sample
distorted polygons are shown in the top image of Fig. 3 with the
corresponding locally warped image displayed in the picture be-
low. For clarity, we show only four vertices for each polygon.

The warping procedure is applied to the correlation imdgg.
2d), followed by standard threshold techniques to track the cavi-
tation pattern, now possible without the drawbacks outlined pre-
viously. Morphological operators may then be used to filter the
main cavitation pattern from undesired features, such as traveling
bubbles. This sequence of operations results in a pattern image
(Fig. 4), where the cavitation region over the blade is clearly
) ] ) outlined, measurable and suitable for comparison with the com-
differences between the template and the image being analyzgfations described in the next sections. The cavitation Agda
are clearly identified as cavitation features: cavitating vorticescpressed in percentage of the blade face #gabtained for
from the blade tips, contour of the attached cavity. r/R=0.3.

The correct quantitative evaluation of the cavitation akgds  The error that arises from the warping transformation is esti-
only possible if done in a known coordinate system. The regigrated by comparing the calculated and the actual areas of the
tered image is a perspective projection of the three-dimensiorglface polygonal elements on the calibration blégig. 3. A
mean error of 0.64% is found, which could be improved using a
finer calibration grid.

Trailing edge

Fig. 3 Warping procedure: original  (top) and warped (bottom )
images

FLOW Theoretical Model

The theoretical hydrodynamic model considered here is based
\ on a boundary integral formulation for the analysis of incompress-
g ible inviscid flows around lifting bodies. Propeller load-induced
13 *K vorticity shedding is described by means of a trailing wake align-
Trallmg edge‘k Leadmg edge ment model, whereas cavity pattern predictions are obtained by
e .'!- using a nonlinear sheet cavity model that is valid for both partial
o . and supercavitation. The theoretical formulation is briefly outlined

o 12 here. A detailed derivation is given by Salvatore and TE31d

e Y

-

Governing Equations and BEM. Assuming that the unper-
turbed flow is inviscid and irrotational, a scalar potentalis
introduced to express the propeller-induced perturbation velocity
asv=Ve. In a frame of referencedxy?2 fixed to the propeller
with the x-axis parallel to the propeller axis and pointing down-
stream, the incoming flow velocity reads=v,+ XX, where
Va=(v0,0,0) is the axial inflow to the propelle®)=(27n,0,0) is
Fig. 4 Cavitation extension the angular velocity of the propeller, ame- (X,y,z). The present
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derivation is valid for unsteady flow analysis of an isolated prawve create a small transitional region across the cavity trailing edge
peller in which the inflowv is uniform whereas bothy andn and apply a cavity closure condition: the pressure is forced to
may be time-dependent. The velocity field in the propeller fram@moothly vary fromp, to the wetted flow values downstream the
of reference isg=v;+ V. Under incompressible flow assump-cavity. Inside the transitional region, the quantity in Eq. (5) is
tions, the continuity equation reduces to the Laplace equatiogplaced by

VZp=0. ™ /\TD
The pressure is given by Bernoulli's theorem that, in the o = 0onH1(£) = (Cp) PH(€) = (Cp) PH4(d), @)
frame of reference fixed to the propeller, reads whereé spans betweer 1 and+1, andH;(£) are Hermite poly-
Jo D 1 Po nomials. C,)™® and (C;) ° denote respectively the pressure co-
HJF §q2+ ;+gzo=§v|2+ ; (2) efficient and itss-wise derivative at the downstream boundary

(TD) of the transitional region. This pressure-based condition is
whereq=|ql, v,=|vil, g is the gravity acceleration argj de- closely related to the velocity-based condition proposed by Lem-
notes depth. onnier and Rowd22]. However, the present approach does not
Flowfield predictions are obtained by solving the Laplace equégquire the introduction of any arbitrary parameters, once the ex-
tion for ¢ with suitable boundary conditions. The potential-flowiension of the transitional region is s@i0% of the cavity length
domain Vs is delimited by the propeller surfacg;, the trailing in our case
wake surfaceS,, and the cavity surfacéc . An expression of the cavity thickness is obtained with a
On the cavitation-free portion of the propeller surfég;, the non-penetration condition oc. By combining the constant-
impermeability condition yieldsg-n=0. Recallingg=v;+Ve, pressure and the non-penetration conditions, it follows $aéds a

this condition reads material surface. IfScg and Sc\y are the cavitating areas on the
P body and on the wake surfaces, respectively, ar™ i the sur-
¢ ; . .
= —ven on Sy, 3) face gradient acting on those surfaces, then if follows
dhe
wheren is the outward unit normal to the surface. —t TVhed=xc  on ScgUSew, (8)

The trailing wake surfacé,, represents a zero-thickness layer
over which the vorticity generated on the body is shed downvhere xy.=de/dn+v;-n on Scg and y.=A(de/dn) on Sy .
stream. In the potential field theor$,, denotes a discontinuity = The Laplace equation for the velocity potential is solved by
surface for the velocity potential. Applying the mass and momemeans of a boundary integral formulation. Assuming that the per-
tum conservation laws under non cavitating flow conditions, artdrbation vanishes at infinity, the third Green identity yields
letting A( ) be the discontinuity across the two sides of the wake
surface, we have (d¢/dn)=0 andAp=0. Thus, from the Ber- (x)= é (ﬁ_‘P
noulli equation(2), A¢ is found to be constant as one follows the ¢ Sgrc) 9N
wake particles, i.e.

JG
Ap(x,t)=Ap(Xrg,t—7) on Sy, 4 —J A(p%dS(y) Xe vp\dvp, 9)
Sw

wherextg is a wake point at the blade trailing edge anis the

convection time between wake pointsand xg. A further con- whereSg, = SygU Sc delimits both the body and the cavity, and

dition on ¢ is required in order to assure that no finite pressuf@= — 1/4mx||x—y] is the unit source.

jump may exist at the body trailing edg&utta condition. Fol- Equation(9) is solved using a boundary element approach in

lowing Morino et al.[16], this is equivalent to imposA¢(xrg) — the limit as the distance of from Sg., ¢ tends to zero. The bound-

= ¢Yc— ¢he, wheregYe and ¢! are evaluated, respectively, atary surfaces are divided into hyperboloidal quadrilateral elements,

the body trailing edge suction and pressure sides. and the flow quantities are_assumed to be constant on each ele-
The boundary conditions on the cavity surfageare imposed Ment. Equatiort9), in discretized form, is enforced at the element

assuming that the cavity is a fluid region where the pressureGgntroids and is solved with the boundary conditions expressed by

constant and equal to the vapor presspre Thus, requiring that EGS- (3) to (6). The sourceG and the dipolesG/an influence

p=p, onSc, and using the Bernoulli equatia@), it follows ~ terms are integrated using an analytical apprddd). Inviscid-
flow hydrodynamic loads are computed after integration of the

pressure onSg from Eq. (2). The viscosity contribution to the
propeller torque is estimated using flat plate friction line formulae.

JG
G- |dS(y)

12

d¢
q=|(nD)%0y—2| —-+9% | +V, on Sc, (5)

where o= (po—p,)/0.5p0(ND)? is the cavitation number re- Numerical Solution Pro_cedure. The cavity surfaceS(_; a_nd
ferred to the propeller rotational speednd diameteDb. Equation the wake surfaces,, used in Eq.(9) are not known a priori. In
(5) is used to obtain a Dirichlet-type condition fgr on Se in _order to limit the compu_tatl_onal effort an_d to avoid nur_nerlcal
terms ofo,. Introducing onSe a curvilinear coordinate Systemlnstgbl!ltles from .the r.egrlddlng of the cavity surface during the
with s andu being the arclengths in the chordwise and spanwié&Vvitation model iterative procedure, EE) is numerically solved

directions, respectively, and recalling=v; + V¢, one obtains a With singularities distributed on the surfasggU Scyy rather than
nonlinear condition fok of the type on the cavity edgeSc . This simplification is consistent with the

present sheet cavitation model that is limited to analyze thin
s ¢ do vapor-filled regions attached to body and wake surfaces.
‘P(S’U):“’(SCLEvU)J’f f(q,m,a—n,vi)d"s on Sc, The wake surface may be either prescritipdescribed wake
ScLE ©) approach or determined as a part of the flowfield solutitfree
wake approach In the prescribed wake approach,, is approxi-
wheresc g is the cavity leading edge abscissa. A detailed derivanated by a helical surface with a prescribed pitch distribution. At
tion of Eq. (6) and the expression of the functiohiis given by the trailing edge, the wake surface is assumed to be tangent to the
Salvatore and Tes{21]. blade suction side, whereas an average between the hydrodynamic
At the cavity trailing edge, the Dirichlet-type condition givenpitch of the unperturbed inflow and the blade pitch angle is used
by Eq.(6) and the Neumann-type condition Eg) should be both downstream the propeller.
imposed. However, this causes a non-physical discontinuity inIn the free wake approach, a physically consistent sha#,of
both the velocity and pressure fields. To overcome the singularity, determined upon requirement that the wake points move ac-
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Fig. 5 Computational grid used for flowfield analysis of the
E779A propeller, and wake surface evaluated by the flow-

(MB*NB)-1/2

alignment technique  (Mg=36, Mg/Ng=2, My, /Ng=5, Ni'=252)

Fig. 7 Effect of grid refinement on the cavity area fraction
AclAq at J=0.71, 0,=1.515

cording to the local velocity field. A boundary integral represen-

tation of the perturbation velocity fielll¢ is obtained taking the

gradient from both sides of Eq9). Starting with an initial fied within 9,

it is assumed that the guessed planform is too

prescribed-pitch guess fsky, the computed velocity field is used small and a cavity planform extrapolation procedure is used.
to update the location of each wake node. OGg has been Hence, an updated cavity planform is obtained and the procedure

modified, the potential field is re-computed through E). The
process is repeated until convergence of the aligned wake shdpatial field.

is repeated until convergence of the cavity shape and of the po-

Details of this technique are given by Giordani et[283].

an initial guessS{)

g for the cavity planform is imposed, E) is

A representative computational grid on the propeller surface
In the proposed methodology, the cavitation model and ti@d on the wake is depicted in Fig. 5. On each blade ditig,
wake alignment technique are combined under the assumptio6 andNg=18 elements are used in chordwise and spanwise
that the trailing wake location is not affected by the cavitydirections, respectivelyM,,=90 elements are used on each wake
induced flowfield perturbatiof24]. Within this context, the wake turn in streamwise direction, ard}j'=252 elements are used on
alignment procedure is performed under non-cavitating flow corach hub surface sector. For the sake of clarity, the wake emanat-
ditions. Once the actual shape of the trailing wake is determinedg from only one blade is depicted in Fig.(Bee-wake calcula-

tion resulj.

solved under cavitating flow conditions, and the cavity thickness The numerical solution sensitivity to the computational grid
is evaluated by Eq(8). The leading edge cavity detachment igefinement is addressed in Fig. 6. Specifically, the top picture
also set, this being supported by experimental observations. TH®WWs the effect of grid refinement on the calculated propeller
cavity trailing edge is determined by imposihg=0 at each sur- thrust coefficientK under non cavitating flow conditions at
face strip in the chordwise direction. If this condition is not veri=0.71. In particular, numerical results using grids wiig

=[12,18...,60, Mg/Ng=[1,2,3],

Mw/Ng=5, and N'

0.28 ; . .
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Fig. 6 Effect of grid refinement on the non cavitating thrust
coefficient K 1 at J=0.71
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Fig. 8 Cavity volume histories using different initial guesses
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J=0.71, 0,,=1.515)

JULY 2004, Vol. 126 / 675

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J=0.65, 0, =0.528 J=0.77, 0, =2.082

Cp=-0'n——0—- CR:-On_._
Wet. /R=0.8 —— Cav. r/R=0.88 ——
3r Wet. /R=0.4 ~---=- 1 3 Wet. /R=0.88 ----

Lp————

2t (O Bubble and supercavitation O Partial and tip vortex cavitation 2
V¥ Supercavitation A Leading edge vortex cavitation ‘\‘
a N
S 0.9 : S

convergence limit ol

g vyvooOoOOoOoo O A
L 08 | § vlvvooooo o o o A : 4l
' - e} A
| S S N
0 02 04 06 08 1 07 + vYyvyvo 0O O Qo | 0 02 04 06 08 1

s/C

vwyYYYOOoO oo

2
c,[7]

Fig. 9 E779A model propeller cavitation chart; pressure coefficient distributions on the blade suction and pressure sides
and associated images, at two characteristic conditions: J =0.65, ¢,,=0.528; J=0.77, 0,,=2.082

=[132,...372] are compared. The following observations aré terms of distinct cavitation patterns. Figure 9 represents a map
also applicable to the propeller torque coefficiéng calculations of the cavitating behavior of the propeller, also known as a bucket
(not shown herg diagram, where the main figures of cavitation have been identi-
The ratio between the blade discretization elements in chorfied. The propeller presents five main patterns: bubble cavitation/
wise and spanwise directions does affect the rate of convergeritaveling cavitation, supercavitation, sheet cavitation, leading
However, the extrapolated values as the grid refinement parameigge(LE) and tip vortex cavitation. A curve[""(J) is also plotted
1/(Mgx Ng) tends to zero are barely influenced by this grid pag delimit flow conditions characterized by, <oM"(J), where
rameter. Indeed, we find a convergéd value of 0.246, while the e cavity pattern predictions by the present theoretical model are
measured one is 0.255, hence the discrepancy is 3.5% circa. Tii$ reliable (we recall that the current cavitation model is not

error can be seen as global, i.e., the combined result of the UnG&fended for bubble cavitationin such cases, the iterative cavi-
tainties that originate from the numerical simulation, from th?ating flow procedure usually fails to converge.

measurement of the experimental flow parameters, from the pro-wo cases of interest are displayed on this figure, with the

peller actual geometry and from the experimental setup and dgi&ociated,, distributions(both suction and pressure sidlesd

analysis. o _ pattern image:J=0.65, o,=0.528; J=0.77, 0,,= 2.082. These
The effect of grid refinement on the computed cavity area {§,q cavitating situations are discussed hereafter.

shown in Fig. 7 for cavitating flow conditionsJ€0.71, oy Bypple cavitation is present at low values of the cavitation

=1.515). The discretization errors on the cavity area pred'Ct'Oﬂ%mberan and is coexisting in most of the cases with supercavi-

tend to decrease as Mg x Ng) approaches zero. tation. This situation can be observed on the left photograph taken
The results above indicate that discretization errors are reasgp-j— g g5, o,=0.528, at mid-span of the profile, and is fully

ably small if computational grids havinlylg=36 are used. In opgjstent with the numerical predictions of the pressure coeffi-
particular, all the numerical results presented hereafter have bggght C, using a non-cavitating flow modethis flow case is

obtained using the computqtiona] grid depicted in Fig. 5. eyond the convergence |im&nmin(J))_ At r/R=0.4, the calcu-

The convergence of the iterative procedure used to solve fig C, on the suction side has a very smooth evolution in the
nonlinear aIgontthgawtanon model and wake alignment, |n‘ghe hordwise direction, which favors the explosion of nuclei into
present met_hodc_)logys_also a fundamental_as_pect of numeric ubbles. Closer to the blade fip.g., ar/R=0.8), the presence of
scheme verification. With regard to the cavitation model, a rep.rg'strong pressure gradient next to the leading edge starts a fully
sentative result is provided in Fig. 8, which shows different cavito oo h6d sheet cavitation extending past the trailing edge
volume histories for the cask=0.71, 0,=1.515, obtained using The second casgight part of Fig. 9 corresponds td=0 77‘
different initial guesses of the cavity planform. Specifically, th% =2.082. Close to the tighere alr)RzO 88), theC distri.bu-’

; - ; " 0, 0n=2.082. .88), p

chordg/wse locationke, of the cavity trailing edge ranges from 7%i0, o 'the suction side, calculated using the cavitating model,
to .74A> of the local chord, the leading edge cavity detachme arly shows the region &= — o, and the recompression zone
being preset. As one would expect, the converged value of fig, " c|oc ire of the cavity.pTr‘@p then recovers back to the wet
cavity volume is not affected by the choice of the initial guess. (non-cavitating C, levels, which are also represented to show the
Fl Field | tigati consistency between the non-cavitating and the cavitating calcu-

ow Field Investigations lations. The attached sheet cavitation observed in these conditions

Analyzing the individual cavitation images across the completaixes with the tip vortex structure and, for the highest values of
measurement chart, the E779A model propeller can be descriked transforms into the so-called leading edge cavitating vortex.
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Fig. 10 Planform view of the cavitating blade and predicted cavitation area at J =0.71 (top row ), 0.77 (center) and 0.83
(bottom ): free wake model (solid line ), prescribed wake model (dashed line )

The propeller also presents a form of streak cavitation, modenent technique described in this work. Results are shown in Fig.
ately present fod=0.65,0,=0.528. This pattern is characterizedll, where the data referred to five values of the advance coeffi-
by two or three vapor streaks detaching at precise locations alatignt are shown. The area is expressed as the ratio between the
the leading edge. This situation is thought to be caused by surfaneasured cavitation are®, and the blade planform aref, for
irregularities of the model blade geometiiye., local roughnegs r/R=0.3. The experimental mean values are represented with the
that, combined with the fla€,, distribution, become the place of corresponding standard deviation. We recall that the image analy-
early and very localized cavitation spots. sis error was estimated to less than 1%.

Images of the cavitation pattern for nine selected flow condi- The cavitation area fluctuations are in general very small, in the
tions are shown in Fig. 10. These images have been obtainadge of 1% to 3%, except for the cases at the lowest values of the
using the warp procedure described earlier. The cavity areas aadvitation numberr,,, where the occurrence of bubble cavitation
culated using both the free wake modsoblid line) and the pre- is the source of important variations of the pattern figure. The
scribed wake modeldashed lingare also shown for comparison.agreement between numerical predictions and experimental data
The predicted extension of the cavitating area is clearly affectesigenerally very good. Some discrepancies are observed when
by the shape of the trailing wake used in the calculations. bBpproaches the model convergence limit displayed in Fig. 9, and
particular, if a correct location of the trailing vorticity is providedwhen lowJ values are considerg@.g., curves aj=0.65 andJ
via the wake alignment techniqugee wake mode| the numeri- =0.71). We observe that the numerical simulations tend to sys-
cal results(solid curves are in closer agreement with the experitematically overpredict the measurements, and differences range
ments as compared to those obtained using a prescribed wéken 1%—2% at higho,, and highJ, to 10%—-15% at lowr, and
model (dashed curves low J.

A guantitative comparison between the observed and the calcuThe tendency of the present theoretical model to overpredict the
lated cavity extensions is made possible using the area measadension of the cavitating flow region may be due, at least in part,
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Fig. 13 Effect of cavitation number
coefficient

o, on the propeller torque

tained, except for flow conditions at low, where bothK; and
Kq calculations are biased by the convergence limit and by the

to both the numerical discretization errors and the inviscid flowverestimation of the cavitation pattern.

assumptions. For instance, the cdse0.71, 0,=1.515 shown in

Fig. 11 reports a discrepancy between the measured and predicted )
values of about 26%, half of which are due to discretization eoncluding Remarks

rors, as also visible in Fig. 6. With regard to the inviscid flow an experimental investigation on a cavitating propeller in a
assumptions, Salvatore and Espo$&6] show that the inclusion yniform inflow has been presented. The cavitation figures have

of viscous flow effects induces a non-negligible reduction of bothg

en analyzed through novel, accurate and robust analysis meth-

the cavity extension and thickness as compared to inviscid floyys. A complete map of the propeller hydrodynamic characteris-

calculations.

tics has been established and the cavitating behavior quantified in

The propeller thrust and torque coefficients for three values gfyms of cavitation extension.

the advance coefficient are shown in Figs. 12 and 13. A commonye ysed the measurements to assess an inviscid flow boundary
feature is that botKr andKq increase as the cavitation number issiement method for the analysis of blade partial sheet and super-
increased. At lows,, this trend is more evident and is associategayitation. The methodology included a refined evaluation of

with the presence of extensive cavitation on the blades. Numerigg

trailing wake vorticity path by means of a wake alignment

calculations are also given for comparison. A satisfactory agregchnique.
ment between numerical predictions and measurements is 0bcomparison with the experimental measurements showed that
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0.25 gooo i
. D?’B\—
Dgciosmoooooo
020F O lassssss..anb 7]
-
X
0.15 | J =0.71 (Theory) -
J=0.71 (Exp.) O
J =0.77 (Theory) --------
J=077 (Exp) ©
0.10 J = 0.83 (Theory) - i
J=083(Exp) &
005 1 1 1 1 1 ] 1 1
0 05 1 15 2 25 3 35 4 45
cI‘I

Fig. 12 Effect of cavitation number ¢, on the propeller thrust

coefficient
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the present theoretical methodology was able to accurately predict
the sheet cavitation area across a wide range of advance ratios and
of cavitation number values. The importance of having a good
description of the trailing wake vorticity has been highlighted and
the range of applicability of the present prediction model clearly
identified.

The present work constitutes the first phase of a joint experi-
mental and theoretical research project. Phase two of the project
extends the current results to the hydrodynamic/hydroacoustic
analysis of propellers in non-uniform inflow conditions. Experi-
mental effort is also ongoing to extend the cavity area measure-
ment principle to the volume measurement. From a theoretical
viewpoint, the inclusion of viscous flow modeling and the analysis
of tip-vortex cavitation are being addressed.

A database accessible to the pulthittp://crm.insean.it/E779A
is being regularly updated with the latest results and develop-
ments, complementing the already existing propeller geometry,
pressure, noise, PIV, and LDV data.
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Nomenclature

n = Boundary surface outward unit normal
g = Total velocity:q=v;+Ve¢
v = Perturbation velocity
v; = Inflow velocity
Sg = Body surface
Scg = Cavitating area on body surface
Scw = Cavitating area on wake surface
Sc = Cavity surface
Sws = Non-cavitating body surface
Sw = Trailing wake surface
Ve = Potential flow domain
A, = Blade face area for/R=0.3
A;. = Cavity area
C, = Pressure coefficientp(— py)/0.5p(nD)?
D = Propeller diameter, R
h, = Cavity thickness
J = Advance coefficienty,/nD
Kq = Torque coefficientQ/pn?D®
Kt = Thrust coefficientT/pn?D*
Mg = Chordwise number of blade face elements
My = Streamwise number of wake-turn elements
n = Propeller angular velocityrps), normal
Ng = Spanwise number of blade face elements
Ni' = Number of hub sector elements
p = Pressure
po = Pressure at propeller axis
p, = Vapor pressure
Q = Torque
R = Propeller radius
s = Surface arclength in chordwise direction
T = Thrust
u = Surface arclength in spanwise direction
vo = Upstream axial inflow velocity
V. = Cavity volume
p = Fluid density
0 = Cavitation number referred oy, (po—pv)/0.5pv(2,
o, = Cavitation number referred to,
(Po—p,)/0.5p(nD)?
¢ = Perturbation velocity potential
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An Experimental Study on the
Influence of Flow Maldistribution
on the Pressure Drop Across a
Plate Heat Exchanger

A detailed experimental study on flow maldistribution from port to channel of a plate heat
exchanger is presented. In general, flow maldistribution brings about an increase in
pressure drop across the heat exchanger. This increase is found to depend on flow rate,
number of channels and port size. Experiments show that analytical predictions of pres-
sure drop including maldistribution effect are quite accurate for practical purposes. The
results indicate that under identical conditions, maldistribution is more severe in Z-type
plate heat exchanger compared to U type. Experiments are also carried out under non-
isothermal realistic operating conditions, which show increased flow maldistribution at
elevated temperature. Finally predictions are made for industrial plate heat exchangers,
which show the limitation of adding additional plates beyond a certain limit. An insight to
the physical aspects of maldistribution and its possible reduction through proper design
strategy is also indicated.DOI: 10.1115/1.1779664

B. Prabhakara Rao
Sarit K. Das*

Heat Transfer and Thermal Power Laboratory,
Department of Mechanical Engineering,
Indian Institute of Technology Madras,
Chennai-600 036 (INDIA)

Introduction shown in Fig. 1. For PHE, the ports acting as manifolds induce

In recent years there has been an increasing usage of Plate |]‘r||réaéllfjlstrlbutlon of flow into the channels which is dependent on

S ; Ow configuration(U or Z type and pass arrangement. The ana-
Exchangers(PHE) in industries around the world. PHEs Wer(j ical model for flow distribution in manifolds had been de-

originally inventeo_l for hygienic industries suc_h as brewe_ry, dai cribed and presented as closed form equations using the general
and food processing due to its ease of cleaning and malntenag;ge

Later on they have been found to possess other advantages su P chan_nelllng and unlflcat_lon concept by Bajura ano_l Jo_nes
2,3l Their result was used in developing the flow distribution

compactness, ability to recover heat with very small temperat ; .
difference, flexibility, lesser tendency to fouling and less susceﬁlc’del for PHE by Bassiouny and Mart[d,5]. Analytical flow

tibility to flow induced vibration. Also, the advancement of mateﬂ:setrrrgb:f:ggr ?ﬁg a[;rseusrf]u;ieortli vag?igﬂfésf|giv&gg?2 cdhzvnenlgﬁseql'i?g
rial technology brought about new temperature and pressure resis- P :

tant materials for gasket, which enhanced the temperature ﬁdel was compared to experiments with simple tubular mani-

; L . . . gds and tubular channels but not validated with flow through a
pressure range of its application. This has made it possible to URE| iate heat exchangers. Using numerical technique Datta and
SR P gers. 9 q

these heat exchangers in power and chemical process industry, S
mdar[6] analyzed the effect of flow maldistribution of the
a plate heat exchanger corrugated channels are used to enh%?#jinside[ t]he ch)e/mnels of a single pass PHE. The influence of

§

heat transfer by promoting turbulence. However this also brmﬂ%\{v maldistribution on heat transfer equipment performance was

about higher-pressure drop. Hence the trade_off between h8ear|y mentioned by Kitto and Robertspr]. With different plate
transfer and pressure drop is a major concern in a plate heat €x-

changer making the accurate prediction of overall pressure dré&)ig?igln %LOU$:ai§uagrEF] gg;i?etz?sttrli-ibﬂ:tzi:)r?sasand de\éilgﬁﬁgl ?Irc;w
across the apparatus a task of prime importance. rat distributi%ns in apsin FI)e ass plate heat exchanger based on its
In plate heat exchangers the pressure drop as well as therffar gep p 9

performance depends critically on distribution of fluid. Flomi‘ort maldistribution data. However, due to commercial interest

PR h . hely gave no indication about those data. Guidelines were pre-
maldistribution can increase pressure drop and deteriorate ther 'dted by them to minimize port flow maldistribution. Mulev and
performance significantly nullifying its prime advantage. A goo y P ' y

review of the work devoted to the problem associated with mal _angl_ik_[9] has presented experimental investigation of isother-
istribution has been compiled by Mueller and Chigi]. They mal friction factor and heat transfer data for chevron plates with

explained that flow maldistribution can be induced by heat eangle of 60 deg but they didn’t considered flow maldistribution

: s - : From port to channels. Rao et dl10] presented an analytical
changer geometry, operating conditiofsuch as viscosity or model for thermal response of single pass PHE incorporating the
density-induced maldistribution multiphase flow, fouling phe- flow maldistribution ch))deI of Bassgi;ourﬁ) and Marfié 5]p 9
nomena, etc. Geometry-induced flow maldistribution can be cla£ . . - y = )

Thus, majority of the investigators have reported results with

sified into gross flow maldistribution, passage-to-passage flow.f flow distribution h | lecting fl
maldistribution and manifold-induced flow maldistribution. The' orm How istribution from port to channels neglecting flow
aldistribution in a plate heat exchanger, which limits its perfor-

22\3’ :ﬁtrc?nt?/\?omggttelgoﬂge []ftayt pixgr]]adn%irj pr;ar(l: Obneﬁ &?;?;gnzagg'énce. The few studies available on flow maldistribution are the-

oretical in nature validated by only simple configurations such as
* Corresponding author: Heat Transfer and Thermal Power Laboratory Dep rrganifold to tube channelling. In literature no experimental studies
ment of Mechanical Engineering IIT Madras, Chennai-600 OBR®IA ) Fax: (+91)- %ave been re_por_ted con5|der|ng th_e influence of port to the chan-
44-22570545; Ph:  (+91)-44-22578550; E-mail: skdas@iitm.ac.in Nel flow distribution on the hydraulic performance of a real plate
saritdas@hotmail.com heat exchanger with respect to total pressure drop. The present
Contributed by the Fluids Engineering Division for publication in ticeJBNAL experimental study brings out a clear picture about how the pres-
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division is aff distri . . . ifi h
February 21, 2003; revised manuscript received March 4, 2004. Associate EditeHIe drop is affected by maldistribution in a PHE and identifies the

M. V. Otligen. parameters affecting this distribution. The emphasis of the study is
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creasing and decreasing flow rates and the mean of the two read-
— w'p T ings were taken. The flow rate was measured by an ASME stan-
* T dard orifice meter with a differential mercury manometer
connected across. The orifice was calibrated and an average C
was measured to be 0.5942. The port inlet velocity, i8Vcalcu-
lated from this flow rate. In order to evaluate the hydraulic param-
L eters under non-isothermal condition under which a real PHE op-
erates a thermal test loop as shown in Fig. 2 was built. The
T T T T T T working fluid has been pumped with the help of circulating pump

’ of 3 HP rating and flow rates are controlled by the control valve.
—+Wo, Po | Using orifice flow meter, for both hot and cold fluids the flow
rates are measured. The pressure taps are located near inlet and

7 exit of PHE as shown in Fig. 5. Both hot and cold fluids have been
— pumped through the plate heat exchanger. Cold process fluid is
" Lo pumped out of the cooling tower well into the plate heat ex-

changer where heat is transferred from the hot fluid to the cold
fluid. The cold fluid then enters a cooling tower where it is cooled
to feed back to the plate heat exchanger. The hot fluid is also
pumped with the help foa 3 HP pumpinto the plate heat ex-
changer where it transfers heat to the cold fluid prior to flowing
r back into the feed water heating storage tank. Data were obtained
—> W,P by holding the process fluid flow rate constant with constant
amount of heat input from the submerged heating element with
maximum capacity of 42 kW. The temperature limits were deter-
mined by the limitations of the cooling tower outlet water maxi-
U mum temperature. The flow rate limits were determined by the
maximum allowable heat transfer to the cooling tower, and by the

T system’s ability to achieve steady state within a reasonable time.
T T T T T T The experiments were conducted with both increasing and de-

t T T + + + creasing flow rates and the mean of the two readings were taken.
» o, Fo The four T-type thermocouples used to measure the temperature

of both hot and cold fluid in the present study were calibrated over
the range of interest, using a precision thermometer and a constant
—»Z temperature bath.

"

- Data Reduction and Error Estimates
Fig. 1 Flow arrangement for U and Z type Plate Heat Exchang- All the experimental data were obtained under steady state con-
ers ditions and the range of operating flow rates were taken to have
Reynolds number from 700 to 7000 for both U and Z type PHE.
L s . For evaluating the friction factor, the experimental data for a
the application of simplified flow channeling theory to the endigingle channel pressure drop has been obtained. Figure 6 shows
neerng Of.PHES for practical appllcgatlons. This brings out t.hﬁ’lis general behavior of the hydraulic resistance in a channel with
main physical features of a maldistributed flow and the desigfcreasing Reynolds number. The correlation between friction fac-
strategy to deal with it. tor and Reynolds number has been found to be

Experimental Setup and Procedure f=21.41Re %! for 1000<Re<7000 (1)

A schematic of the closed loop experimental set-up layout [smust be mentioned here that the Reynolds number for PHE is
shown in Fig. 2. The test plate heat exchanger consists of défined on the basis of twice the plate spacing b, as
corrugated stainless steel plates. Geometrical features of these U.(2b)
chevron plates are given below. The details of the plate are shown =7
in Fig. 3 and its dimensions are tabulated in Table 1.

The working fluid used for the test is demineralized wat€yg 5y in PHE, the transition from laminar to turbulent flow

stored in a tank. It has been pumped with the help of circulatingy e place between Re values of 400 to 500. Hence the range of
pump of 3 HP rating and flow rates are controlled by the contr e chosen is in the turbulent regime.

valve. Using flow meter, the flow rates are measured. The pressurgpis fiow friction data was used in the following channel pres-

taps are located near inlet and exit of PHE as shown in Fig. &,re drop eguation to obtain the channel friction coeffici
Both U and Z type flow arrangement can be measured with the peq eat.

same setting by using stop valves and. Closure of vah@ 2(AP)e
makes it operate as a U type PHE while closure of va®e {e=—7 2)
makes it a Z-type PHE. For this purpose, the end plate used in the pUC

heat exchanger must be a special plate with only one out of fohere /. =fl/d,+other minor losses including turning

ports are open. The pressure drop data have been measured witthe non-dimensional pressure drop can be written as
help of U tube type differential mercury manometer and cross-

checked by digital manometer. To investigate the effect of port N P—p*
dimension a mandrel was inserted inside the port in few experi- Ap*= W2
mental cases to reduce the effective port diameter. The mandrel P¥o
dimension was so chosen that the effective port diameter redwekere, W,=velocity of flow in the port at the entry

from 70 mm to 35 mm as shown in Fig. 4. In order to evaluate The pressure drop measured with the help of the U tube differ-
hysterysis effects, the experiments were conducted with both irtial mercury manometer across the PHE has been non-
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TR

Stdrage tank

1
2 Pump with 3 HP motor
3 Flow control value
4 Flow meter
5  Pressure tap inlet

6&7 Pressure tap outlet
8  Plate heat exchanger
9& 10 Stop value

Fig. 2 Schematic view of experimental test facility

dimensionalized and this value is compared with the theoretic ~:
pressure drop. A wide range of experiments was carried out for .- * ja
and Z type plate heat exchanger with different combinations -}
fluid (watep flow rate ranging from 0.13 to 3.6 liters/s.

The uncertainty of the pressure drop measurement was foun
be 4.5%(maximum for mercury manometer used across the or
fice flow meter. The uncertainty of measurement of orifice dia
eter was 3%. From the calibration curve of discharge coefficie
of the orifice was found to be 2%. From these parameters,
following procedure outlined by MoffdtL1] the uncertainty in the 4
flow measurement was calculated to be 3.1%. Also pressure di{
across the PHE is required to be measured. The uncertainty in 4]
measurement of pressure drop across the PHE was found to
4.5% maximum. The uncertainty in temperature measureme f
was within =0.21°C, which is 4% of the minimum temperature §
difference.

Pressure Drop and Maldistribution Parameters in PHE

The pressure profiles in both the intake and exhaust conduit
the plate heat exchangers are due to momentum change as ar
of flow branching to the channels, while the effect of frictio
losses in the port are considered to be negligibly small. In
Z-type plate heat exchanger, the flow enters one side of the bot
and leaves other side of the top as shown in Fig. 1. In case o
type plate heat exchanger, both entry and exit of fluid will be
same side.

To calculate the total pressure drop of a plate heat exchan
and flow distribution from port to channel, equations have be
developed by Bassoiuny and Marfi4,5] for U and Z-type flow -\
arrangement considering momentum balance on elemental fl, . ™
volume inside inlet and exit port. The continuity and momentur
equations are applied to the conduit sections for both dividing al
combining flow conduits. The final form of these equations can t
written for negligible port friction as

For U-type Fig. 3 Geometrical attributes of the chevron plate
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Table 1 Geometric characteristics of a plate For Z-type

S. No Particulars Dimensions d(p—p*) o g¥ ( A )2 5 dw 0 y
DL 7 S | —(2—w)|—=
1 Port diameter, P 70 mm dz (2=F7) A* ( ) dz “)
2 Equivalent diameter of the channel, d 5.8 mm
3 The vertical distance between ports, L 600 mm 1/ A \?/dw\?
4 Plate width(gasket to gaskgtw 215 mm p—p*=z|—| | 5= (5)
5 Chevron angleg 60 deg 2\Acn) \dz
6 C ti itch 14
7 A%r{,ﬁ?u%'é’gfpégnfgaﬂon, b Z.Bnmm From equation(3) and(4), we can obtain two ordinary differential
8 The plate material SS equations for the velocity in the intake conduit.
9 The gasket material Nitrile Rubber  For U-type
d*(w)
————m?*(w)=0 6
072 (w) (6)
d(p—p*) AN dw
-~ T’ _ | —(o= . For Z-type
5 (2B >(A* 2-w)|-=0 @
d?(1—w)
—————mi(1-w)=¢ 7
07 ( ) )
and
dw_O 8
f a9z (8)
I where
\ 'd
i . 2—-B*\[ A\]?
s - m?= - 5 | A% —1e
) ~ 2-B /A
- /{ and
, 7
2-B
' N -_r
; 70 96/ . - & ; ( A )2
e “\Acn
Z ! where
fo— B4 mm W= ﬂ, B= %
W, W
Fig. 4 Schematic view of the mandrel
Cold
A
2 & 6 Flow control valve ]
1 Plate heat exchanger T T.. 5
3 Hot water tank with <« ANl ey
> VAVAVAVAVAV >
temperature controller Tou Tw
4 & 5 Circulating pump 1
7 Cooling tower
2
3
Hot
— AV VN <
| |
Fig. 5 A schematic view of the thermal test circuit of the PHE
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Here (. is the total frictional resistance of the channel defined by z
Eq.(2). In these equations ‘s the parameter which is a measure
of flow maldistribution. The value of fapproaches zero when
flow is uniformly distributed amongst channels. More the flow
maldistribution, the larger the value offmThe theoretical values
of m? for the present PHE is shown in Table 2.

Applying the boundary conditions one obtains the following

Fig. 6 Flow friction characteristics of a single channel

U-type
m? ( A )Zﬁc
—pt= —| = 114
pO pO (tanl’?m nAC 2 ( )
-type
. m? P (1—sechm)?
Po™Po= tant? m ¢ m? tantfm
ANVZL
X(m) - PWo (11b)

final equation for port to channel flow distribution as given bysing Eqs.(1) and(2) . has been calculated and the value of the

Bassiouny and Martip4,5]

U-type

Z-type

The total dimensionless pressure drop of the Plate Heat Exchan

IS

nACm

sinhm

( A ) coshm(1—2z)
U= —M———

.

nA;

A ) coshmz
m—
sinhm

(10a)

(1)

Table 2 The parameter m 2 for the flow distribution in test PHE

Re N=10 N=33 N=100 N=400
500 0.0078 0.0852 0.7825 12.520
1000 0.0096 0.1050 0.9640 15.425
2000 0.0118 0.1293 1.1878 19.000
3000 0.0134 0.1461 1.3419 21.470
5000 0.1560 0.1704 1.5649 25.039
10000 0.1920 0.2099 1.9280 30.848

684 / Vol. 126, JULY 2004

maldistribution parameter, rhas been computed from E¢P).
These values have been incorporated in @d) to calculate the
theoretical non-dimensional pressure drop across the plate heat
exchanger.

Results and Discussion

A number of experiments were conducted for the range of Rey-
nolds number from 700 to 7000 for U and Z-type flow arrange-
t. The main operating parameters are the flow rate, number of
annels, port size and flow configuratifd and Z type. The
port size has been changed with the help of the mandrel. The
mandrel has been inserted into actual port to reduce the cross
section to one forth. This helps to create the flow maldistribution
from port to channel while varying the ratio of the channel cross
section to port cross section area and thus increase the value of m
by a factor of 16.

In Figs. 7 and 8 the comparison of experimental values of non-
dimensional pressure drop with the theoretical data for different
channels of U and Z-type PHE is presented. The number of chan-
nels taken is 10, 15 and 18 for Z type and 10 and 15 for U-type.
The lines indicate the theoretical prediction. Both the theoretical
and experimental data are found to be in good agreement. The

Transactions of the ASME
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Fig. 7 Comparison of experimental pressure drop with theoretical prediction for a Z-type PHE

deviation of the experimental data from theoretical predictions given number of channels the total dimensional pressure drop in-
within 10% as can be seen from the parity plot given in Fig. ®reases with channel flow rate as shown in Fig. 11. Figure 10
From these plot$Figs. 7 and 8it can be observed that the non-shows the variation of the flow maldistribution parametérwith

dimensional pressure drop decreases with increasing channel Regynolds number for 10 and 15 channel Z-type PHE of different
nolds number because the non-dimensionalizing velocity,itW effective port sizes of 70 mm and 35 mm. This gives an idea of
self increases for a fixed number of channels. Obviously for Bow the flow maldistribution parameter changes with the change

70 ' ' ‘ ‘ ' l ' l ’ ' ) j e theoretical {10 channelk) |4
& experimental (10 channels) |4
s=ewaw= theoretical (15 channek) ||
60 I * & experimental (15 channeis)
& _
&
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o §S0F i
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g 40 ]
v
= E
g 7]
2 30 ]
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c ..“.‘ﬁn‘ ‘\
s nf st A aa !
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E —
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10 part dia =70 mm E
) N 1 A 1 . 1 . 3 . ]
0 1000 2000 3000 4000 5000

ReynoldsNumber, Re
Fig. 8 Comparison of experimental pressure drop with theoretical prediction for a U-type PHE
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of 70 mm over the entire flow rate range but when port sizes
reduces, flow maldistribution is created which is higher at higher
flow rates. These results indicate that the flow from the first chan-
nel to last channel varies form lower to higher value in case of
Z-type PHE. Figure 13 predicts the effect of flow and change of
port size on maldistribution parameter? for U-type PHE and
Fig. 14 channel velocity for the same. In case of U-type PHE the
flow varies from higher to lower value from the first to the last
channel. Here also, the role of port size and flow velocity is found
to be crucial. Figure 15 shows that the comparison &ffan U

and Z-type PHE for the same conditions of port sizes and flow
rates. It clearly indicates that the flow maldistribution is more
severe in case of Z-type than U-type PHE for smaller port sizes.
Figure 16 shows the prediction of flow distribution when higher
number of channels is considered as in the case of practical ap-
plications(from 100 to 400 channelsvith the present plates. This
will be the case in typical industrial heat exchangers. For the
range of 100 channels, the?mill be of smaller value if the port
diameter is kept 70 mm but in case of higher number of channels

Theoretical date

Measured data (400 its value is much higher even with such large port diameter.
] ) ] ) It can be seen from Fig. 16 that for 100 channels PHE the
Fig. 9  Parity plot between theoretical and experimental pres- maximum channel velocity can be 50% higher than mean velocity.

sure drop in PHE For 200, 300 and 400 plates this maximum values can be as high

as 2.5, 3.5 and 5 times the mean value respectively. On the other
. . hand the plates at remote end of this U type heat exchanger may

of the port sizes. At normal values of port size, thévalue does hardly receive any flow. With 400 plates more than last 100 plates
not change with the flow rates appreciably and the values gt qjve aimost no flow. This gives an idea about how addition of

close to zero indicating a good flow distribution. But when th - ; :
effective port diameter is reduced to half its normal value, ﬁlates instead of increasing the plate heat exchanger performance

changes considerably with the flow rate. At higher flow rates, %0 only add to the flow maldistribution resulting in higher pres-
changes rapidly with change of flow rate. These values of malgure drop and lower heat transfer. The point to be noted here is the
istribution parameters bring out the dimensional pressure dropfact that this severe flow maldistribution has been achieved with-
the heat exchanger depicted in Fig. 11. It can be seen that as ¢klen 70 mm of port diameter which with 15 and 18 channels gave
port size decreases, the pressure drop increases due to maldiggiflow maldistribution at all. Figure 17 shows the prediction of

bution. The increase in pressure drop is more for larger number gt | 5,65 at different higher number of channels for the same
channels because maldistribution is a strong function of number

of channels. Figure 12 show this effect of port diameter on tH@"9€ of 100 to 400 plates. It is clearly evident that when number
distribution of channel velocitie@nd hence channel flow distri- Of channels are higher and port sizes are reduced, theaines

butior) for Z-type PHE which follows from the increase in presincreases substantially so that the flow distribution will be even
sure drop. The flow distribution is uniform at actual port diametexorse. The maldistribution parameter for different port sizes with

—i§— 70 mm pott dia (10 channel)

06 F ... -- 70mm port dia (15 channel) Z-PHE
: ve:ll--- 35 mm port dia (10 channel) " X 3
|| <= 35 mm por die (15 channel) T ]
05 » ’..l".."."
* ‘,.v’*_ ‘ -
e ]
p4Fr ‘ -+ [ n
' o gl
E 03 el
= T — i
02r -
01 r / ]
oo .
]
E i 1 " 1 X 1 | i
D 1000 2000 3000 4000 5000
Reynolds Number, Re
Fig. 10 Variation of m 2 with port size and number of channels for Z-type PHE
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Fig. 11 Variation of total pressure drop with port size and number of channels for Z-type PHE

03

0.4

increase of number of channels is also presented in Fig. 17. It carAll the above discussions pertain to the flow distribution inside
be seen that the parameter increases exponentially with numbethef plate heat exchanger under isothermal conditions. In reality
channels at smaller port diameters. Hence the flow maldistribleth hot and cold fluid flow inside the heat exchanger under non-
tions in the channel with small port diameters are likely to be evasothermal conditions. To account for this realistic condition, ex-

more severe than the one given in Fig. 16.
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e
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periments are carried out while the heat transfer is taking place
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Fig. 12 Flow distribution to the channels for maximum and minimum flow rates for a 15 channel
Z-type PHE
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Fig. 13 Variation of m 2 with port size and number of channels for U-type PHE

between hot and cold fluids using the thermal circuit is shown treases friction coefficient. As decrease of the friction coefficient
Fig. 5. The typical results of these non-isothermal hydraulic exycreases the maldistribution parameter (@q. (9)), the maldis-
periments are plotted in Fig. 18. This figure clearly indicates thg{pytion increases and as a result pressure drop also increases.
thermal conditions affect the pressure drop in heat exchanger Ceiis feature further emphasizes the importance of the present

5|derably._ It is interesting to note that while the isothermal experl indicating on even higher level of maldistribution at el-
ments brings out the least pressure drop, the pressure drop In-
creases with the increase of mean temperature giving the high@¥gted temperature. o o
pressure drop for the hot fluid side. This can be explained by theT_he above resglts clearly indicate the effect of_ flow maldistri-
fact that the increase in temperature of the fluid decreases fH#ion on hydraulic performance of PHE. The main cause of port

viscosity which in turn increases the Reynolds number and de@- channel flow maldistribution in PHE is in difference in pres-

T T v 1 " 1 Y P S
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Fig. 14 Flow distribution to the channels for maximum and minimum flow rates for a 15
channel U-type PHE
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Fig. 15 Comparison of m 2 values for U and Z-type PHE

sure profile of inlet and outlet port of the PHE. It is well knownchannel is much higher, the influence of the port pressure drop due
that while the pressure in the combining péeit por) drops to friction is not significant. However insertion of the mandrel
sharply in the flow direction that in the dividing pdiitlet pory  brings out an increase in the port pressure drop which is the rea-
increases at a rate depending on port friction. In case of plate hean for getting higher values of measured pressure drop compared
exchangers since the resistance to flow within the corrugattmd prediction(Fig. 7 and Fig. 8 This port pressure distribution
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Fig. 16 Flow distribution prediction for an industrial PHE with large number of plates
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Fig. 17 m?2 values for an industrial PHE with different port sizes

and consequently the flow maldistribution depend largely on thitameter be used for a given plate area. However this is limited by
port cross-sectional area available for the fluid relative to thmanufacturing considerations as well as consideration of loss of
channel cross-sectional area. From practical design aspect thishest transfer area due to increase in port size. The results also
sentially means that larger the port area less is the flow maldistrndicate that the pressure drop during an non-isothermal actual
bution. Therefore, it is suggested that the largest acceptable paperation of PHE is also affected by the viscosity clearly indicat-
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Fig. 18 The comparison of pressure drops under isothermal and non-isothermal conditions
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ing that this is not due to a simple property variatiomhich
should decrease with the decrease of viscodityt due to an

increased maldistribution brought about by changes in viscosity at Re

elevated temperature.

Conclusions

A detailed experimental study has been presented to investigate W
the effect of port to channel flow maldistribution on the pressure
drop across a plate heat exchanger. The study confirms the appli-Wc

cability of manifold flow dividing and combining theory to real

plate heat exchangers. The results show that the major factor in
the physics of maldistributed flow is the channel resistance. The
flow inside port is important from the branching and recombining
point of view rather than the flow characteristics inside the port.
Frictional characteristics in both the ports being similar their ef-
fect on pressure drops across the channel and hence flow maldis- ¢c
tribution will be minimum. The experimental results indicate the
importance of port size on maldistribution suggesting that this

Ap dimensionless pressure drop across a plate heat ex-
changer

Reynolds number, Reuy(2b)/v

u. = dimensionless channel velocity,. /U,
U. = channel velocity, m/s
U,, = mean channel velocity, m/s

dimensionless velocity in the poNy/W,
velocity of port, m/s

axial component of the inlet flow velocity of channel,
m/s

axial coordinate along the port, m
dimensionless axial coordinaté/L

axial coordinate in the port, m

average velocity ratio in the ponty. /W
zfﬁ/gc(A/Acn)z

Channel frictional coefficient, from Ed2)
density of fluid, kg/mi

kinematic viscosity of fluid, rffs

o ™ NN X

p
14

should be kept at maximum permitted by manufacturing and hesgibscript

transfer considerations to keep the flow maldistribution at its.

minimum. The total pressure drop across the heat exchange

found to be critically dependent on flow rate as well as port size
The other important parameter is the number of channels. It is .
important to note that increase in pressure drop due to flow mald-
istribution may be inevitable in industrial PHEs containing hun-

out
P/\ggqbscript: intake port
. 0 = atinlet
= exhaust port
ch = channel

dreds of plates because a proportional increase of port size is BRlferences
possible. Hence the computation of pressure drop and flow distri-

bution is required to determine the maximum number of plate
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Nomenclature

A = cross-sectional area of the port? m
A, = cross-sectional area of a channef m
b = plate spacing, m
Cyq = discharge coefficient of the orifice meter
d. = equivalent diameter of port, 2b, m
| = vertical distance between two ports, m
L, = length of port, m
f = friction factor, from Eq.(1)
m? = maldistribution parameter
n = number of channels per fluid
N = number of channels per fluid
p = dimensionless pressure in the pd?l,pWﬁ
P = pressure in the port, N/
AP = dimensional pressure drop across a PHE, N/m
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Effects of Inclination Angle of
Ribs on the Flow Behavior in
Rectangular Ducts

Xiufang Gao' o » o
The flow behavior in rib-roughened ducts is influenced by the inclination of ribs and the

Bengl Sunden* effect is investigated in the present study by Particle Image Velocimetry (PI1V). The local
e-mail: Bengt.Sunden@vok. Ith.se flow structures between two adjacent ribs were measured. The Reynolds number was fixed
at 5800. The flow field description was based on the PIV results in planes both parallel
Division of Heat Transfer, and perpendicular to the ribbed walls at various locations. The rib angle to the main flow
Lund Institute of Technology, direction was varied as 30 deg, 45 deg, 60 deg and 90 deg. The ribs induce three
Box 118, 221 00 Lund, Sweden dimensional flow fields. The flow separation and reattachment between adjacent ribs are

clearly observed. In addition, the inclined ribs are found to alter the spanwise distribution

of the streamwise velocity component. The streamwise velocity component has its highest
values at the upstream end of the ribs, and decreases continuously to its lowest values at
the downstream end. Strong secondary flow motion occurs over the entire duct cross
section for the inclined ribs. The flow structures between two consecutive ribs show that
the fluid flows along the ribs from one end of the ribs to the other end, and then turns back
at the transverse center. Downwash and upwash flows are observed at the upstream end
and downstream end of the ribs, respectivélyOl: 10.1115/1.1778715

Introduction field. Flow visualization has been used to show different second-
L . . ary flow structures for ribs with different attack angles, but de-
Useful pu_bllcgtlons exist concerning the hea_lt trapsfer anq ﬂoﬁé{iled characteristics were not availabg9)].

characteristics in rib-roughened passages with dlffergnt rib arywhole field measurements are preferred to show how the ribs
rangements, aiming for the enhanced heat transfer in heat ger the flow field, and how different attack angles affect the flow
changers such as car radiators and gas turbine applic@fiei?s  structures. PIV is a non-intrusive optical method, which enables
The effects of the Reynolds number and the rib geometry on tbae to obtain instantaneous velocity profiles in a flow plane of
heat transfer and pressure drop were obtained in some caségrest. The average velocity maps, instantaneous or average vor-
[8—10. Further results were presented to show the detailed héigity maps, turbulence intensity maps and spatial correlation
transfer results for the perpendicular, parallel, broken afBaps could be calculated using proper post proceddihg23.
V-shaped rib-roughened dudis1—14. The combined effects of This measurement technique hence gives access to quantitative

aspect ratio of the rectangular ducts and the rib angle of attal OT\T%t;%nréhcztnltls Vk()aer)e/nuzﬁf(:u(lefg;fmle %Zzza?(t)eirrfgg?inac')[fef{?\\évsﬂlow
were investigated in referencg$5,16. All the studies showed Y y 9

that angled ribs provide better heat transfer enhancement thcharacterist_ics within square coolant ducts in_refgrel[]zészﬂ,
a ; . ) Vfere details of the flow structures were studied in a smooth duct
perpgnc_:llcular rlbs,_ but there is very little work on the flow charsng the ones with 90 and 45 deg ribs over a sharp 180 deg bend
acteristics comparison. On the other hand, detailed heat trans{gfion. Detailed flow structures by different authors are reported
measurement technologies such as liquid crystal thermograghyteference§24—217.
and holographic interferometry map the whole surface tempera-The Reynolds number range less than 10,000 occurs often in
ture, making the detailed temperature distribution visible. Thereempact heat exchangers such as car and truck radiators, and cir-
fore, detailed flow structures in rib-roughened ducts are helpful @ular ribs are used in this work to simulate the rounded shape of
understanding the complicated heat transfer distributions. In adHie surface modifications in those cases. The macroscopic flow
tion knowledge about the flow mechanisms is beneficial as furthgh@racteristics such as the secondary flow scheme, the flow reat-
improvement of the heat transfer process is desired. tachment and redevelopment, are expected to be similar to those

Although there are a number of references dealing with ﬂ%used by ribs of other shape. The purpose of this study is to

X ] | he PIV i i he air fl
effects of angle of attack of ribs on the heat transfer field, on'[ylrgﬁgp]egt 1F8€rectan$?;sgairtn\?v?tth tgo wgges‘tllga;ﬁ dt3g : (';g ri%vg

few reported the essential flow field which caused the differencefe getailed flow structures in several planes at a fixed Reynolds
in heat transfer. Perpendicular ribs are mostly investigated caggfmber of 5800 are obtained for all rib configurations. This Rey-
but most data available were obtained with Laser Doppler Velogiolds number was chosen because the measured flow pattern was
metry (LDV) or hot wire anemometry, which were also limited taused to correlate the previous heat transfer results at such Rey-
square ducts or high aspect ratio rectangular ducts at high Replds number. The results are used to analyze and improve the
nolds numbers, such as referend@3—19. However, because understanding of the characteristics of the flow field introduced by
LDV usually makes measurements at a single point, it has tHEferent rib configurations.
limitation that it cannot capture the spatial structure of a flow, . . .
Description of Experimental Equipment and Procedure
INow with Siemens Industrial Turbines, 61282 FinsgaSweden. A sketch of the experimental set-up is shown in Fig. 1. The
*Corresponding author. Plexiglas rectangular duct consisted of two 700 mm length parts,

Contributed by the Fluids Engineering Division for publication in ticeJBNAL : ; ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionWlth an internal cross section of 14812.5 mm. The second part

November 18, 2003; revised manuscript received February 12, 2004. Associate @fi. the d_UCt was roughened by 1.5 mm Circu!ar pl'aStiC ribs ar-
tor: S. L. Ceccio. ranged in a staggered manner on two opposite wide walls. The
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Fig. 1 Sketch of the experimental setup

measurement location was at approximately<®0D,<52 from therefore in the area which is less than one rib height from the
the inlet of the rectangular duct. The rib height-to-hydraulic dianribbed walls, no valid velocity vectors were obtained. The mea-
eter was about 0.06. The pitch-to-rib height ratio was kept as $Qrements carried out in plane C for inclined rib configurations
for all the rib arrangements. Only the inclination angle of the ribsomplement plane B measurements to show the vortices behind
to the mainflow direction was changed to be 90, 60, 45 and 3@e ribs. The laser sheet could be adjusted to the desired position
deg, as illustrated in Fig. 1. for all the measurement arrangements using a traversing system.
Laboratory air enters the first plenum via a 100 mm tube. The A Quantel Q-Switched Nd:Yag double cavity pulsed laser pro-
plenum is equipped with two grids to evenly distribute the seedingdes pulsed light sheets at a wavelength of 532 nm with a maxi-
particles. Glycerol is used as seeding particles, which are generam output energy of 120 mJ. Each pulse duration is 10 ns. The
ated by a TSI model 9306 six-jet atomizer supplied by contime interval between two pulses can be adjusted according to the
pressed air. The density of the seeding particles of 5—10 particledocity range and for different test planes. The laser was kept
in each interrogation area is controlled by the compressed air prasfizontal with an optical mirror to turn the laser sheet 90 deg to
sure and the number of open jets. In PIV measurement, velocitiester the window on the top of the duct vertically.
of the particles are measured. Thus the Stokes number of theA Dantec 80C60 HiSense PIV camera with a high performance
particles must be sufficiently small. The Stokes number is the rafioogressive scan interlines CCD chip having 182280 pixels,
between the particle response time and the flow time scale. Tiogether with a Nikon AF Micro 60 f/2.8D lens was used to record
particles must, however, be so large that sufficient light is scdhe seeding images on double frames. An optical filter of 532 nm
tered for detection by the CCD camera. There are particles availas used in front of the camera to allow only the signal illumina-
able offering good scattering efficiency and sufficiently small veion wavelength to pass.
locity lag. In gas flow PIV measurement aluminum, magnesium For the 90 and 60 deg ribs, the camera view field was first set
and glycerol particles have been employed. In this investigaticapproximately to be 118144 mm for plane A measurements, to
every effort was taken to satisfy these conditions. obtain an overview of the whole flow field between two consecu-
The four walls of the duct were designated to be ribbed wall Aive ribs. The camera was then adjusted to focus on a small area of
ribbed wall B, top wall and bottom wall hereafter as illustrated in
Fig. 2. The end of the inclined V-ribs that is close to the flow inlet
is called the upstream end of the ribs hereafter, and the other end

is called the downstream end as illustrated. The ribs were paint: 2b=112.5 mm -

black to eliminate scattering light and thus decrease the noi 2¢=14.5 mm "

level. Two coordinate systems are defined in Fig. 3. Because t

flow field is fully developed, and also in order to simplify later 700 mn -
(]

presentation of the results at different locations, where the flor Ribs on wallB
obtained is between different physical rib pairs, the coordinates g\
and ¢ do not originate from a fixed physical point, instead they
start at the center of the first rib on wall B at each measure .
location in all presented figures. {‘ :
Typically, PIV measurements were carried out in three plane
A, B, and C in order to investigate the three-dimensional flov y
feature. The test facility was designed in such a way that it a D
lowed turning the test section by an angle of 90 deg withou
changing the flow condition. The horizontal laser sheet was turne
to go through the test section from top to bottom vertically. Ir  Flow |-
plane A, thex-y plane velocity field can be obtained. In plane B,
the inclined ribs themselves blocked part of the camera view, Fig. 2 Definition of the coordinate system

Upstream end of ribs

) & O ‘J‘Botloﬁ) wall
%" Laser sheet
4902, 60°, 45°, 30°

\

— N
J~"Downstream end of ribs
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a reasonable accuracy as a compromise between acquisition time,
disk space and accuracy. The uncertainty of the time-average ve-
locities was estimated to be betweer0.02J,, to +£0.08J, for

all three velocity components, where the worst cases occurred for
the streamwise velocity componebt when the whole plane A
measurement was carried out close to the ribbed walls. This im-
plies that the relative error involved in the measurements of the
velocity component¥ andW is higher due to their small magni-
tudes, and because both are measured in planes A or B together
with the U component.

Results and Discussion

90 deg Ribs. The time-averaged velocity vectors in the whole
plane A atz/c= +0.9 are shown in Fig.(4). Thex coordinate is
doubled in size, to avoid a very narrow and unclear figure. The
main flow direction is from left to right. It is observed that close to
the top and bottom walls, there is a small area having a local

Plane C  maximum of the streamwise velocity, which is even higher than in
) the symmetry plane. Additional measurements at other transverse
locations confirm that this velocity displacement persists until
z/c=+0.8, but disappears further away from the ribbed wall at
z/lc=+0.5. In the transverse center, the velocity component
shows a very even distribution over a large spanwise distance of
—0.9<y/b<+0.9, and then decreases quickly close to the walls.
This spanwise profile of the streamwise velocity componéiig
similar to that in a smooth duct. The flow right in front of the
downstream rib shows either an upflow or downflow impinging
plane A, approximately 3035 mm, either close to the top wall or on the smooth walls.
in the middle of the duct, to reveal the detailed flow structure with A closer examination was made in the same plane but observing
a higher spatial resolution. For 45 and 30 deg ribs, the lorgsmaller area adjacent to the top wall to obtain the flow structures
streamwise distance for a complete rib made the whole field megith a higher spatial resolution and the velocity vectors are dis-
surement with one image unrealistic, because it would cause a fayed in Fig. 4b). The time-averaged velocity shows the upflow
low spatial resolution. Therefore, two or three measurements weoethe smooth top wall in front of the second rib on wall A more
carried out to capture the flow field over a certain height of theearly. This characteristic feature was also detected by LDV in
duct, and then these were carefully combined together. For plameferencg 30].

B and C, the view field was about ¥39 mm for all ribs. The isolines of the normalized streamwise velocity component

The PIV recordings from the CCD camera were processed with’' U, shown in Fig. 4b) are illustrated in Fig. &). The negative
the Dantec software Flow Manager. A cross-correlation analysislocities behind the ribs represent the separation zone. The area
method was used with an interrogation area size 0f &2 pixels close to the top wally/b=+0.97) shows local maximum values.
with 50% overlap between the interrogation areas. The vectdhe phenomenon is in accordance with the results for a square
field was then evaluated in relation to a predefined velocity magduct in referencé29]. But the relative position to the symmetry
nitude and the invalid ones were replaced by the moving averagiane is different. The smaller distance behind the first rib where
method. Instantaneous velocity field were obtained and a seried U, changes sign in the region close to the top smooth wall also
250 of instantaneous measurements were statistically averagedhiplies that the flow reattachments occur earlier there. Efforts
get the mean velocity profile. were made to capture the velocity vectors in plane B at the loca-

The uncertainty is dependent on the imperfections of the apg@n of y/b=+0.97, but these were not successful because of the
ratus, the measurement plane location, the particular PIV acquisirong reflection from the top wall. The normalized spanwise ve-
tion parameters, the flow nature, etc. The dimensions of the Plekieity componentV/U,, is very small (about 2% of the mean
glas duct are accurate within0.1 mm and the rib height within velocity) in most of the area except immediately right in front of
+0.05 mm. The position of the ribs on the wall is estimated to ihe downstream rib, where a slightly highefU,, is observed
within £0.5 mm. The laser sheet position was controlled by ashowing impingement flow on the smooth wall.
accurate traversing system and is accuratett01 mm. The Vector plots of the normalized streamwise and transverse ve-
software interpolation accuracy is expected to be 0.1 pixel. Thacities U/U,, andW/U,, in planes B at different spanwise loca-
existence of an out-of-plane velocity in the three-dimensional flotions generally follow a similar style. Therefore, only the results
field influences the accuracy of the in-plane velocities in the twin the symmetry planey(b=0) are given in Fig. &l). The flow
dimensional measurement, and the effect is different at differecaused by staggered ribs is symmetric relative to the ribs, as sug-
locations. gested by the velocity results across the entire plane. The

The sample size is another error source for the mean veloc#fgale-up figure of the vortex is shown in Figes The results
calculation by statistics for both smooth and ribbed ducts. A deerify the existence of the separation zone behind ribs. The sepa-
tailed analysis for the mean velocities, the turbulence intensitiested flow reattaches to the wall at about 4 to 4.5 rib heights from
was discussed if28]. The results of the smooth duct were comthe upstream rib center. This is consistent with the conclusion of
pared with LDV measurements presented28] and good agree- between 4 and 4.25 rib heights measured3f] by LDV. The
ment was observed. A statistical investigation of the V-shapedtceleration of the core flow by the geometric contraction can be
rib-roughened duct, which had highest turbulence level among albre easily seen from the contour map of the normalized stream-
rib configurations tested, was included[28] to study the effect wise and transverse velocity component&,U,, and W/U,,
of the sample number on the obtained flow parameters and it wakich are shown in Figs.(#) and(g). The vertical shadow created
found that 250 instantaneous velocity field samples could provitty the ribs on wall A in the original particle images of plane B

Fig. 3 Laser sheet locations for PIV measurements
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Fig. 4 Velocity vectors and component isolines in planes A and B of 90 deg ribs: (a) time-averaged velocity vectors in plane
A near wall A (z/c=+0.9); (b) instantaneous velocity vectors in plane A close to the top wall (zlc=+0.9); (c) time-averaged

velocity vectors (z/c=+0.9); (d) normalized U velocity component U/ U, of (c); (e) time-averaged vectors in symmetry plane
in plane B (y/b=0); (f) scale-up of the vortex in plane  (e); (g) normalized U velocity component U/U,, of (e); (h) normalized W
velocity component W/ U,, of (e)

measurements leads to invalid velocity vectors in these areas an&igure 5c) showsV/U,, at the three intersection lines between
are simply ruled out. These “zero” velocity areas causes verticplanes A az/c= +0.9, 0,—0.9 and they-{ plane which is two rib
lines in the contour maps. width behind the center of the first rib on wall A. It shows clearly
The direct measurement of the secondary flow in the cross séltat close to the rib-roughened walt/¢=+0.9), the flow is
tion y-z was unfortunately impossible to carry out because theobming down from the top wall to the bottom wall, having a
high streamwise velocity would act as a large out-of-plane velogegativeV. The flow is upward in the transverse center of the duct
ity, which would cause significant error in the measurementgz/c=0). The spanwise distribution of this velocity component at
Nevertheless, from the aforementioned measurements and as $h@-transverse locations afc=*0.9 follow each other closely.
gested by measurements in referef8@] and numerical simula- A closer examination of a smaller part of plane A was made to
tion in reference$31-33, it might be imagined that there is very capture the detailed spatial structurezat=+0.9, and the time-
weak secondary flow over the cross section. However, the strengm;raged velocity vectors in the region0.2<y/b<+0.2 are
of the secondary flow is expected to be low, as implied by the veghown in Fig. %d). Figures %) and (f) show the isolines of the
low V andW velocities detected. normalized velocity components/U,, andV/U,,. The relatively

60 deg Ribs. Figure 5 shows the results between two corconstant distance of thg/U,, isoline dpwnstream the fi.rst rib
secutive ribs in plane A in the 60 deg rib-roughened duct. TheSUggests that the reattachment length is the same in this region.
coordinate is again doubled in they velocity vector fields in [N the measurement over the upper part of plane+A).6
Figs. §a) and(b). The vectors at two transverse locations, namely-Y/b<+1,U/Up, is higher. Close to the top wal/U,,, changes
2/c=0 andz/c= +0.9 are illustrated. The main flow stream flowsSign after a shorter distance behind the rib, which implies a rela-
from the upstream end of the ribs down along the ribs toward tfi€ly shorter reattachment length. On the contrary, the reattach-
downstream end at/c=0 in (a). It is again observed that the Ment point was found to move downstream in the lower part of
streamwise velocity at the upstream end of the ribs in the argdigne A at the downstream end of the ribs whete~ — 1.
close to the top wall, wherg/b is close to 1, is high. However, The angled ribs blocked part of the camera visual field in plane
unlike the symmetric distribution for 90 deg ribs, there is a corB measurements, and these areas are marked as rib blockage in
tinuous spanwise decrease BfU,,, and it reaches the lowest the figures. The velocity fields were thus only obtained in the
value close to the bottom waly(b~ — 1) at the downstream end region of —0.8<z/c<+ 0.8 for most of the runs.
of the ribs. TheU contours in a cross section obtained by LDV The distributions olJ/U, in threex-z planes aty/b=+0.9, 0
presented ifi1] also showed this main flow velocity displacementand —0.9 are shown in Figs.(6—9. The velocity profile aty/b
This strong spanwise variation of the streamwise velocity compe-+0.9 shows altered behavior. The acceleration over the ribs
nent is conjectured to be particularly exaggerated in the narrmausedJ/U,, to be higher above or under them, and the isolines
duct having an aspect ratio of 1:8. In a square duct, the smoatte distorted. This effect attenuates along the streamwise direction
walls would act as barriers and the spanwise variation is expectattil the rib on the other wall acts in the same way and draws the
to be weaker. isoline to that wall. In addition, the magnitude BfU,, is even
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Fig. 5 Velocity vectors and component isolines in plane A of 60 deg ribs: (a) nearwall A (z/c=+0.9); (b) velocity
vectors at z/c=0, U subtracted by mean velocity U, at transverse center; (c) normalized velocity component  V at
three intersection lines;  (d) schematic secondary flow; (e) an arbitrary sample of the instantaneous velocity field in

the middle part of plane A (z/c=+0.9); (f) time-averaged vector field (z/c=4+0.9); (g) normalized U velocity
component U/Um of (e); (h) normalized V velocity component V/U,, of (e)

higher than that in the symmetry plane. THéU ,, isoline distri- The vortices downstream of each rib was clearly observed in
butions aty/b=0 andy/b=—0.9 are also displaced close to theplane C measurement. The flow fashion was similar to the ones
ribs but the influence is weaker. Atb=—0.9, U/U,, is much obtained in plane B for 90 deg ribs and thus are not shown here.
lower than in the other two planes. This spanwise distribution ha®e flow created a separation region just behind the ribs and re-
also been shown by plane A measurement. The altérpdofiles attached to the top and bottom smooth walls at a distance of
observed by Bonhoff45 deg square ribs in a square dustiow- approximately 4-4.5 rib heights, and commenced to develop
ing two maxima and one minimum were not observed for anygain. This flow behavior was expected to be responsible for the
measured spanwise location. sawtooth distribution of the local heat transfer coefficient along
The W velocity component represents the downwash or upwasghe rib-roughened wall ifi3]. The heat transfer coefficient there
flow along the ribbed walls over the cross section. This velocityas observed to drop immediately after the ribs, due to nearly
component forms the secondary flow together Withand acts as stagnant flow. It reached the highest local value at locations be-
an additional heat transfer enhancement mechanism which hagvaen a pair of adjacent ribs, where flow reattachment occurred.
significant contribution to the heat transfer distribution. Thehen it decreased again because of the flow redeveloped.
W/U,, isolines are illustrated in Figs.(@-f). In the plane of  Figure Gg) shows the schematic pattern of the secondary flow
y/b=+0.9 at the upstream end of the ribs, the flow induced byer they-z cross section based on the spanwise and transverse
the angled ribs is directed from the transverse cernt@<0) t0  velocity componentsy and W. It must be noted that it is only
the ribbed walls, indicating positivé//U,, in 0<z/c<+1 and schematic, which does not represent symmetrical flow field every-
negativeW/U, in —1<z/c<0. The downwash flow impinges onyhere. The velocity distribution on each cross section is depen-

the ribbed surfaces, enhances the local heat transfer at the gnt on its relative location to the ribs, as shown in the contour
stream end of the ribs. The magnitudeWfU ,, is approximately maps.

only 4% of the mean velocity over the region-0.5<z/c

<+0.5), but reaches 12-20% when it is closer to the wall at 45 deg Ribs. The 45 deg ribs were examined with the camera
z/c=+0.8 and higher value could be expected closer to the sidicusing on separate parts and then combined to get the overall
face of the ribbedwvalls depending on the relative position to thdlow structure in the plane A. In general, the flow structure is
ribs. In the symmetry planey(b=0), the W components are Similar to that for 60 deg ribs. Figurdaj shows the vector results
mainly caused by the acceleration over the ribs and flow reattadfétween two consecutive ribs in plane A over the middle part of
ment between the ribs. The magnitude is low, approximatethe 45 deg rib-roughened duct,0.2<y/b<+0.2, at the trans-
5-10% of the mean velocity before the rib obstacles and betweegrse locationz/c=+0.9. The fluid again follows the ribs and
the ribs where the flow reattaches on the walls. At the downstredi®ws from the upstream end of the ribs to the downstream end. At
end of the ribs y/b=—0.9), upwash flow regions are formed.the transverse centefc=0, the flow goes up from the bottom to
The fluid is conducted away from the ribbed walls, showinthe top, showing a positivé component. The magnitude of the
W/ U ,, with opposite sign to those gfb= +0.9. Here the fluid is component is slightly higher than that with 60 deg ribs.

less efficient to remove heat from the ribbed surfaces, causing lowThe contour maps of the isolines of the normalizétU ., and
heat transfer coefficients at the downstream end of the ribs. TW4U , in the x-z plane aty/b= *+0.9 are displayed in Figs(d—
magnitude of\V/U , is found to be low, less than 10% of the meamy). U/U,, shows a spanwise variation similar to that with 60 deg
velocity in almost all regions. ribs, and the effect is even more profound. Similar to 60 deg ribs,
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Fig. 8 Velocity vectors and component isolines of 30 deg ribs

the 45 deg ribs introduce a two-cell secondary flow, with dowminimum at the transverse center of the duct. This profile was
wash flow detected ay/b=+0.9 and upwash flow ay/b=  observed in referencf24] in a square duct with 45 deg ribs,
—0.9. The magnitude of th&/ component at both locations iswhich was believed to occur because the two secondary vortices
seen to be higher than for 60 deg ribs. By a combination of melaad their own maximal streamwise velocities in their individual
sured higheV and W components in planes A and B, it is thuscenter. Although no such characteristic feature was observed from
expected that the strength of the secondary flow created by 45 degasurements made at other spanwise locations further away
ribs is slightly higher than that by 60 deg ribs. It would have morffom the bottom smooth wall, and not with the other rib arrange-
favorable effects on heat transfer enhancement. Unfortunatetyents either, it is speculated that if the measurement could be
there is no direct heat transfer data available with the same canade close enough to the smooth wall, it would be visible.
figuration to prove this speculation.

30 deg Ribs. The 30 deg ribs were examined in the same waQO”C'US'O”S
as for the 45 deg ribs. The camera was used to capture the flowl'he flow fields in rectangular ducts with 90, 60, 45 and 30 deg
field over a part of the duct height in plane A at a time. The resultdbs were investigated using PIV, to reveal the effects of the rib
obtained over—0.1<y/b<+0.05 atz/c=+0.9 are shown in inclination angle. The flow structures between two consecutive
Fig. 8. The flow is seen to follow the orientation of the ribsribs in three measurement planes were obtained. It was found that
flowing from the upstream end to the downstream end. The mage rib orientations not only affect the secondary flow style and its
nitude ofV/U,, is lower than for the other two inclined ribs con-strength, but also alter the mean flow velocity distribution along
sidered, but higher than that caused by the 90 deg ribs. the spanwise direction.

The x-z plane measurements were made at regular spanwiselhe results obtained for 90 deg ribs were compared with avail-
locations. The streamwise velocity componéhtat y/b=+0.9 able data by LDV and showed good agreement. The streamwise
was again found higher than those at the symmetry ceyiter velocity component in the plane A, which is parallel to the ribbed
=0 and aty/b=—0.9, similar to the results with 60 and 45 degwall with a distance shorter than the rib height, showed local
ribs. Nevertheless, the difference betwegfb=0 and y/b maxima close to the top and bottom walls. In the planes which are
=+ 0.9 was very small, and tHe isolines were not deflected very further away from the ribbed walls, this phenomenon disappeared.
much at the rib locations. The isolines aty/b=0 is shown in The low spanwise and transverse velocity components implied
Fig. 8(c). Downwash flow occurs at/b= +0.9 and upwash flow very weak secondary flow.
aty/b=—0.9, which suggests a similar secondary flow pattern asAll three inclined rib configurations altered the spanwise profile
for the 60 deg and 45 deg ribs over the entire cross section. Téfethe streamwise velocity component, leading to high streamwise
strength of the secondary flow is expected to be much weaker thaxlocity component in the region of the upstream end of the ribs,
by the other two inclined ribs. and low values at the downstream end. The results in the planes

The isolines ofU/U,, show a distinguished feature &b parallel to the ribbed walls show that the fluid between adjacent
=—0.9. The profiles have two local maxima and decrease torids moved from the upstream end of the ribs to the downstream
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end, and turned back at the transverse center. The so-called Lﬁtﬂ Ekkad, S. V., and Han, J. C., 1997, “Detailed Heat Transfer Distributions in

wash or downwash flow, thé/ velocity component, was detected

Two-Pass Square Channels With Rib Turbulators,” Int. J. Heat Mass Transfer,
40(11), pp. 2525-2537.

at different spanwise locations in the planes perpendicular to t '33:3] Liou, T. M., Chen, C. C., and Tsai, T. W., 2000, “Heat Transfer and Fluid Flow
ribbed walls. Two-cell secondary flows were expected to be estab-  in a square Duct With 12 Different Shaped Vortes Generators,” ASME J. Heat
lished over the entire cross section for all angled ribs, and the one Transfer,1222), pp. 327-335.

created by 45 deg ribs was found to be strongest.
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Nomenclature

b = half width of the wide side wall, m
¢ = half width of the narrow side wall, m
Dy, = hydraulic diameter, m
p = rib pitch, m
Re = Reynolds numbefdimensionless Re=U,D,,/v
U, = mean velocity, m/s
U = streamwise velocity component, m/s
V = spanwise velocity component, m/s
W = transverse velocity component, m/s
x = coordinate along duct length, m
y = coordinate along spanwise direction, m
z = coordinate along transverse direction, m
a = rib angle of attack, deg
¢ = coordinate perpendicular to the ribs, m
n = coordinate along the rib orientation, m
{ = coordinate perpendicular % plane, m
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Aerodynamic Entropy Generation Rate nolds stress in the turbulent boundary layer, an approximation was

required. This approximation is based on the assumption that in

in a Boundary Layer With High the near-wall region of a turbulent boundary layer, the total shear
stress is constant and equal to the wall value. Therefore, the re-
Free Stream Turbulence quired element of the Reynolds stress tensor is approximated as:
. - . au ou E—
Philip C. Griffin and Mark R. D. Davies ,ua—] —ua—ysr;y:—pu’v’. )
Stokes Research Institute, Department of Mechanical & y=0
Aeronautical Engineering, University of Limerick, This relationship is only valid in the absence of large stream-

Plassey Technological Park, Limerick, Republic of Irelanlf’ise pressure gradients and holds approximately true fo_r the first
' ’ 0% of a turbulent boundary layer. Fortunately this constitutes the

most loss-affected region of the turbulent boundary lgst&rAd-
ditionally, studies on flat-plate boundary layers [i&f have con-
[DOI: 10.1115/1.1780170 firmed that increased FST only alters the velocity defect region of
the turbulent boundary layer. Their investigation illustrated that at
FST levels of up to 20%, the near-wall region agrees very closely

1 Introduction with the classical universal velocity profile for a turbulent bound-
The loss mechanism under consideration in this study is th%g/eli)éigrﬁggombmmg Eqd1) and(2), the entropy generation

fraction of turbomachinery blade profile lo$] due to viscous )

dissipation and turbulent phenomena in the blade boundary layer. ., M[du Sgu

In the consideration of profile loss it is customary to neglect any gen” T (9_] ) Wdy' (3)

end wall effects and as such the flow is approximately two- y=0/ JO

dimensional. Hence loss measurements can be based on cascagewever, as the constant stress approximation is not valid in
tests and boundary layer calculations. It has been propoddd inthe presence of strong pressure gradié¢atierse or favorable
that the concept of entropy generation be used as the key measieulation of the entropy generation rate in laminar and transi-
of lost performance in turbomachinery, as opposed to the maienal boundary layers only involved integration of the first term
traditional loss calculation methods based on stagnation pressigréEq. (1). Therefore, all laminar and transitional loss measure-
and kinetic energy losses. Assessment of loss in terms of the @efents presented here are slightly underestimated as they do not
tropy generation rate is not dependant on whether it is examinggplicitly account for the Reynolds shear stress.
from the perspective of a stationary or rotating blade row, thereby
enabling direct comparison between measurements from cascades .
and rotating facilities. 2 Experimental Methods

Previous researchef8-5] at the author’s university have mea-  The turbine cascade and associated instrumentation have previ-
sured transitional and turbulent boundary layer losses. This PaRfisly been described in detail in Ref@—5]. An illustration is
however, is mainly focused on loss in the laminar boundary laygfven in Fig. 1. The cascade consists of seven aluminum blades,
and how it is influenced by FST. This is important in turbomaeach of 92.6 mm chord, 300 mm span and spaced 70.44 mm apart.
chinery because laminar boundary layers are subjected to ®6undary layer velocity data was acquired at a sampling fre-
tremes of FST of varying intensity. As the flow under ConSideﬁuency of 20 kHZover a 0.2 sec duratigrby traversing a single
ation is assumed to be adiabatic, the only contributory factor &nsor hot-wire probéDantec type PI)loperating at 250°C over-
loss is that due to viscous dissipation and Reynolds stresses. &t normal to the surface. Traversing was initially carried out in
entropy generation rate is therefore obtained directly from thg) ,m increments as very fine resolution is required within the
boundary layer velocity profile; a first integration through theirst 0.5 mm from the wall as the majority of entropy is generated
boundary layer thickness gives the entropy generation rate ahére. Hence motion of the sensor normal to the surface was
chordwise point, a second integration in the streamwise direCtiaehieved using a precision traversing mechanism Synchronized
yields the entropy generation rate over the entire suction surfagfih the data acquisition system for automatic measurement. In
length. The procedures for acquiring such have been describecyfftiition, data was also acquired from an array of 28 hot-film
[2], [4] and[5]. In short, the contributions to the entropy generasensors(spaced in 3.5% increments of suction surface length
tion rate (Sge,) per unit area in an incompressible, twodocated at mid-span of the central blade in the cascade. A perfo-
dimensional boundary layer are given by the sum of the viscotated plate was used to raise the turbulence intensity at the inlet to

dissipation and turbulence production terms: the blade passage from 0.8 to 5.0%.
P 7\ 2 m )
gg ":%j u a_“) 7, a_“) 3 Error Analysis
€ J Yid . . . .
0 e i The standard error analysis technique of Kline and McClintock
() Viscous Dissipation  (II) Reynolds Stress [7] was used to find the uncertainty 8., Firstly, based on all
Strain Work possible sources of error in the hot-wire measurement technique
—-_— (1)  the error in the boundary layer velocity gradient and subsequent

y T ' wall shear stress estimate was estimated-48% [4]. The pri-
) o o mary source of error comes from the low velocity hot-wire cali-

For the case of increased FST it will be shown that it is necegration needed in the near-wall region. The error shown is be-
sary to include the Reynolds stress term in the calculation of lanfisved to be greatly over estimated, because the wire calibration at
nar boundary layer loss. However, the very thin boundary laygjgher velocities is extendible to low velocities, provided that the
present in this investigation precluded the use of multi-sensor h@ky velocity is not so low that natural convection effects are
wire probes. As it was not possible to directly measure, the Reyynificant. Repeat experiments with different calibrated hot-wire
sensors have shown a lower uncertainty than that estimated. Based
Contributed by the Fluids Engineering Division for publication in tilBNAL ~ on the estimated error af 10% in the measurement of the veloc-

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division. . . ,
June 27, 2002; revised manuscript received March 5, 2004. Associate Editor: TR gradient, an estimate of the error SGen was found to be

Gatski. +20% using the method described[ifi. Overall, the calculated
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Fig. 3 Comparison between measured boundary layer velocity
profiles at 5.7% SSL, Re .=76,000 both turbulence levels, =500
pm, Usz=15m/s. Also shown is the distribution of percentage

i f o
maX|ml_Jm error in thes; turbulence.

gen Values is of the order of10%, half
that of Sg,, as the integration step averages out the errors.

4 Experimental Results and Discussion _ . :
There is therefore very little damping of the FST.

Figure 2 illustrates a distribution of the pressure coefficient Using Eq.(3), velocity data is transformed into loss data. Often

along the blade suction surface for both turbulence levels at Rg. . T
=76,000, in which peak suction occurs at 35% of suction surfa@%s more convenient to express the measured vaIueS{J,QJln

length. Figure 3 shows a typical distribution of the mean ang'ms of a non-dimensional dissipation coefficient definefiLais

turbulent velocity components for the high turbulence case in the TS
laminar boundary layer. Clearly visible are increased fluid strain Co=—0x. @
rates under conditions of high FST as well as appreciable velocity pU5

fluctuations across the boundary layer. These effects are not dug-Q, gistribution ofc, is plotted in Fig. 4a) for both high and low
an earlier transition as the skew distribution shown in Fid) 4 £ |evels at Re=76,000. Significant losses are observed in the
illustrates an unambiguous transition for the high turbulence casgyinar and transitional regions with increased FST. Losses in the

at 54% suction surface length. ﬁre-transitional boundary layer are substantially increased in the

As this laminar boundary layer possesses both laminar and thfasence of FST primarily due to changes in the mean velocity
bulent characteristics we have named fyéorid boundary layer. o.odije This loss is even greater if the induced Reynolds stresses
In a classical turbulent boundary layer the fluctuating velociti

the wall (»>0.1). These findings have previously been observeg
in similar boundary layers by8] and[9]. The measured local FST ,
in the laminar region was found to equal that convected from t

odelling of laminar boundary layers which would likely require
e use of different turbulence models for the laminar and turbu-
hént boundary layers. In contrast, the turbulent boundary layer is

grid at the boundary layer edge, according to: largely unaffected by FST with a near constant valle=0.003
u., (inclusive of Reynolds stress effegtor both FST levels at the
TuazTuxU—. same Reynolds number. This view is supportefLidl, noting that
5

FST only effects the low loss outer boundary layer.

The overall loss generated in the entire suction surface bound-
ary layer can best be viewed when H@) is integrated in the
streamwise direction:

*Cp - 0.8% FST

ﬁ\ ACp-5.0%FST
i Table 1 summarizes the relative distribution of the blade suction
""“"'7;’;""“'"‘ ox surface loss between the laminar, transitional and turbulent re-
/A/“ gions. The total loss for the 5.0% FST test case is almost 45%
5.0% FST - Cune Fitted higher than its low turbulence counterpart due to increased losses
. / / in the laminar and transitional regions for the former. Greater
/( * losses are observed in the turbulent boundary layer of the high
\K\ * FST case, due to an earlier transition and hence larger coverage of
M the suction surface by a turbulent boundary layer. Interestingly,
the relative distribution of loss between the laminar, transitional
3 and turbulent regions remains unchanged. The fact that the lami-
o % %5:“ 7 ™ nar boundary layer accounts for the majority of the suction surface
loss may appear contrary to common perception. However, as
Fig. 2 Measured suction surface pressure distribution (ex- hoted by[4], the very thin laminar boundary layer coupled with a
pressed as the pressure coefficient C ,) for Re =76,000, for high freestream velocity due to acceleration of the flow over the
both 0.8% and 5.0% FST fore section of the blade, generates very large velocity gradients.

) SsL
S | St ®
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Furthermore, the validity of the results has been verifieflldyin

which a comparison is made between the integrated bounde o
layer entropy generation rate and that estimated by(&gfrom w—,
stagnation pressure losses in the turbine blade Wiak&usive of o —
trailing edge loss and turbulent phenomena upstream of the turk 10°F @1
lent boundary layer

. 5 l @

Sg,;en: _PRJ u In(p_oz) dy. (6) Energy 1o

0 Po1

Figure 5 shows frequency spectra at different wall-normal pc
sitions in the laminar boundary layer for both FST levels includ
ing those of the free streaf;>1). Evident in all spectra is the
similarity to the classical Kolmogorow5/3 power slope charac-
terizing the inertial subrandd.2,13. This represents the interme-
diate scales of turbulence; those lying between the larger ener
containing and smaller dissipatative scales. Adherence to the K¢
mogorov —5/3 power-law slope indicates a flow with an equilib-
rium of production and dissipation of turbulent kinetic energy
[12]. It is also apparent that the high free stream turbulence spe.-
tra contain greater spectral energy over the same range of frequlz_a
cies than their low turbulence counterparts. For both cases tg
highest spectral power is observed moving into the boundq;?
layer, with the highest encountered in the region correspondingg@o, FST: (b) #=0.4, 5.0% FST: (c) 5>1, 5.0% FST: (d) 7=0.4
the maximum value of/u’?/U s at #=0.15 in Fig. 3. In addition, 0.8% FST; (e) Wall, 5.0% FST: (f) >1, 0.8% FST.
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Table 1 Relative contributions to the measured entropy
generation rate per unit span at both turbulence levels at
Re.=76,000

% SSL Coverage 0.8% FST 5.0% FST
Laminar 0-65% 0-54%
Transition 65-80% 54-70%
Turbulent 80-100% 70-100%

Suction Surface Loss Determined from Boundary Layer
Hot-Wire Measurements

Measured Loss 0.8% % of 5.0% % of
Shen (WM™ K) FST Total FST Total
Laminar 0.0068 60% 0.0094 58%
Transition 0.0031 27% 0.0043 26%
Turbulent 0.0014 13% 0.0026 16%

Total 0.0113 0.0163

Suction Surface Loss Determined from Wake Pressure Loss

Measured Loss

Shen (WM™ K) 0.8% FST

0.0129

5.0% FST
0.0239

Total

the boundary layer spectra exhibit greater spectral power in the
lower frequency range, which increases towards the wall. This has
been previously observed 9] and is due to the receptivity of
the boundary layer to disturbances in the free str¢ad). The
boundary layer can be considered as a ‘noise amplifier’, which
selectively amplifies low frequency fluctuations from the free
stream. The maximum amplification was not observed in the near-
wall region(i.e. at #<<0.05, where Tollmien-Schlichting instabili-
ties would prevaijl, but further out.

5 Conclusions

An increase in the free-stream turbulence level from 0.8% to
5.0% resulted in almost a 45% increase in suction surface bound-
ary layer loss for a comparable Reynolds number. Laminar and
transitional losses were most influenced by the freestream turbu-
lence. As the perturbed laminar suction surface boundary layer
exhibits significant turbulent characteristics it has been termed a

Spectral
Density (V’s™) .
1081

AUA YA

10—10
10° 10' 102

Frequency

10° 104

@._ 5 Energy spectra of the fluctuating hot-wire and film volt-
e signals (analogousto u’) at different wall-normal positions
the boundary layer for 5.7% SSL with Re  .=76,000. (a) »=0.1,
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hybrid boundary layer. In contrast, the local turbulent boundary
layer loss was unaffected by an increase in freestream turbulence, »

as a constant value of£4=~0.003 was observed for both

freestream turbulence levels. The measured entropy generations

rate compares favourably with that determined from the pressu

6 = Boundary layer thickness m
Dimensionless wall-normal coordinatey/ 5 —
Dynamic viscosity Nsm?

Turbulent shearing stress N

)

re

loss in the turbine blade wake. The discrepancy at high FST arises
due to the Reynolds stresses in the laminar and transitional bound-
ary layers which were not included in the hot-wire determinatiomieferences

Therefore, if CFD codes are to accurately model boundary laye

r§1] Denton, J. D., 1993, “Loss Mechanisms in Turbomachines,” ASME J. Tur-

under these conditions, they must account for the turbulent phe- bomach.,115 pp. 621-656.

nomena. It is not clear, which, if any of the existing models will
work.

Nomenclature

C4 = Dissipation coefficientEq. 4 —
C, = Pressure coefficient p—p../0.5pU2% —
Re. = Reynolds number based on blade chord and inlet
' free-stream velocity-
Sgen = Entropy generation rate per unit area Whik
Séen = Entropy generation rate per unit length WhK
Doy = Stagnation pressure at cascade inlet m
Po, = Stagnation pressure at cascade outlet Rm
R = Gas constant JKg K ™!
Tus = Local percentage turbulence intensity %
Tu,. = Inlet percentage turbulence intensity %
T = Bulk fluid temperature K
u = Instantaneousg-direction velocity ms*
u = Mean velocity inx-direction ms*
u’'? = RMS average ok-direction fluctuating velocity com-
ponent ms*
Us; = Local free-stream velocity ms
U., = Inlet free-stream velocity mg
y = Wall normal coordinate m
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Discussion: Criticisms of the In(ey,lei,) :
“Correction Factor” Verification P In(ry ©)

Method [1] re is the kth input-parametee.g., grid spacing or time stepni-
form refinement ratioe, are solution changes between medium
(2) and fine(1), and coarsé3) and medium input parameter val-

Robert Wilson ues corrected for iterative errong__, is an estimate for the lim-

Assistant Research Engineer, Member ASME iting order of accuracy of the first term in the RE expansion as
spacing size goes to zero and the asymptotic range is reached so
that C,— 1. Usually approximation is made thpg;est is the theo-

retical order of the numerical metheg, , e.g., =2 for a second-
order accurate method. Replacing equati®nby

Jun Shao
Graduate Research Assistant

Fred Stern (e, /o) 1 e e
Professor Mechanical Engineering and Research Engineer, ¥~ In(ri,)  In(ry,) [In(rg,==In(rg =1 (6)
Fellow ASME

enables use of equatiori$) and (2) for nonuniform refinement
ratio. Equation(6) corrects equatioi3l) in [2] for a typographi-
IIHR-Hydroscience & Engineering The University of cal sign error.

lowa lowa City, lowa 2. The observed order of accuracy is not discarded, but used in
defining the correction factdy (3), which is then used in defin-

) . o ing a corrected one-term RE error estimateQ §Ek1) and un-
The technical brief by RoacHé&] presents seven criticisms of the . . f 1 d W 2
correction factor verification method proposed by the authors af"@inty estimates for uncorrectét) (1) and correctedJy; (2)
colleagues if2—4]. The authors acknowledge Dr. Roache’s caresolutions, as shown above and in detai[ 2. Correction factors
ful review and insightful comments of our work. We have adProvide a quantitative metric for defining distance of solutions
dressed Dr. Roache’s first criticism and revised the correction fdéom the asymptotic range and approximately account for the ef-

tor uncertainty estimates; however, we rebut the other criticism€cts of higher-order terms in making error and uncertainty esti-
1. The uncorrectet, and correctedJ,  solution uncertainty Mates. Correction factors originally based on confirmation studies
C

; . ; s for 1-D wave [2] and 2-D Laplace equation analytical bench-
estimates given by Eq<$33) and (34) in [2] are deficient for : :
correction factoC, <1 andC,= 1, respectively, in only providing marks, which showed that the one-term RE error estirtgtbas
50% uncertainty estimateonfidence leve) as pointed out by Dr. correct form,_ but one-term RE Ofdef'f.’f'?‘ccwacy estin{ajeis
Roache. I[4], Eq.(33) in [2] was revised for proper behavior for POO" €XCept in asymptotic range. Multiplication @ by Cy (3)
C<1: increasing factor of safety for decreasi@ig(i.e., distance provides |m_proved error and uncertainty estimates. For uncor-
from the asymptotic rangesimilarly as is case fo€, > 1. Subse- rected solutions, uncertainty est!m&Jg (1) based on the absolute
quently, revisions were also made for proper behaviordpr: 1 valu_e of the corrected error estimate plus the amount _of the cor-
for both Eqgs.(33) and (34) in [2]: provision for 10% factor of rection. For Co.rreCted solutlgr(s;e., corrgcted error estimate Is
safety in the limitC,=1 while smoothly merging with previous used both in sign and magnitude to define numerical benchmark
correction factor uncertainty estimates far C,|=0.125(uncor- Sc:S_Ck‘SdF;Ekl)' Uy, (2) based on the absolute value of the
rected solutionand 0.25(corrected solutiongiven in[2] and[4].  amount of the correction.
Incorporating both revisions the uncorrecteld and corrected 3. Referencd4] shows that the correction factor approach is

Uy, solution uncertainty estimates are given by: equivalent to the GCI, but with a variable factor of safégg),
) which increases with distance of solutions from the asymptotic
[9.61-Cy) +1-1]|5§Ek1| |1—Cy<0.125 range.C, (3) provides metric for estimating distance of solutions
U= (1) from the asymptotic ranges1 when solutions are in asymptotic
[211-Cd+1lloke | |1-Cf=0.125 range;<1 when p<p__; and>1 when R>p,__ For GCI ap-
proach, FS is constant for al,: 1.25 for careful grid studies
[2'4(17Ck)2+0'1]|5EEk1‘ |1-C/<0.25 otherwise 3. FoiC, approach, FS varies linearly witB, with
Uy = " (2) slope 2(uncorrected solutiorand 1(corrected solutionand sym-
[|1_C'<|]|5R5k1| |1-Cy/=0.25 metric aboutC,= 1. The intersection points betwe&y and GCI

. . approaches depends on value FS used in GCI, e.g., ferlEX5
Cu is the correction factor andEEkl and p are the one-term jn«ersection points ar€, = (0.875,1.125) and0.75,1.25 for un-
Richardson extrapolatiofRE) estimates for error and order ofcorrected and corrected solutions, respectively. When solutions
accuracy defined by are between the intersections poir{tdoser to the asymptotic
o range, GCI approach is more conservative th@p approach.
re—1 When solutions are outside the intersection poiifisther from
B  the asymptotic rangeGCI approach is less conservative thap
approach. The previously mentioned analytical benchmarks con-
firmed the FS slope predicted by correction factors and admittedly
o BKy 4 may not be best for all caséan interesting topic for future re-
REG™ (Pe_q “) search. Variable FS that increases with distance from the
k asymptotic range is a “common-sense” advantage of correction
factor approach compared to GCI, especially for practical appli-
cations where solutions are often further from the asymptotic
range. In retrospect, correction factor approach has similarities to
Contributed by the Fluids Engineering Division for publication in ti&JBNAL that proposed by Celik and Karatets], who in present notation

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionPrOPOSeU cg k= |Ckdrel (equivalent equatiori9a) of [5]). Ucex
Sept. 9, 2003; revised manuscript received March 5, 2004. Associate Editig: similar to correction factors fo€,>1 in providing variable FS
Joe Katz.
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error with the latter more conservative. The corrected simulation,
Ukc banded the true error, whereas G@ktended for use with

w

A ¢ S e corrected solutiondailed to band the true error for the two coars-
=5 {Rovised poeckion tecks oot (B (1)) est grids. Verification results on 6 grids for the 2-D Laplace equa-
23 T8 G Karaiekim's method I tion with constant Dirichlet boundary conditions showeg val-

A ues at a fixed point in the range &&,<1.0. For the uncorrected
simulations, both Y and GCI(with Fg=1.25) banded the true
error with the latter more conservative for solutions closer to the
asymptotic range and less conservative for solutions further from
the asymptotic range. For the corrected simulation, lhb,gch and

N

GCI banded the true error. More recently, verification results were

L G e B NG5 5 5 O P obtained for the Blasius boundary layer analytical benchrfiakk
sk on 5 grids withC, values for the axial velocity profile at quarter-
1 & bbes de A =0 fp” plate in the range 0.#5C,<5.0. For the finest grid triplet, both

»

Cy and GCI approaches band the true error, but for the coarser
grid triplets, the GCI approach failed to band the true error for the

Factor of Safety
o
L ' | G R I § ]’ | G G l : R I b AR A 2o S I e S 20

0.5 inner part of the boundary layer. Results also showed difficulties
for complex nonlinear analytical benchmarks such as the necessity
of restricting the analysis to the region of flow for which boundary
0 T R P T S W [ TR S N |ayer theory is valid.
0 0.5 1.5 2

In preparation of the present discussion, additional comparison
of verification procedures used analytical benchmark data for 2-D
Laplace equation with linear/logarithmic varying Dirichlet bound-
Fig. 1 Factors of safety for correction factor, GCI, and Celik & ary conditions from[8] and numerical benchmark data forek-
Karatekin [5] verification methods model turbulent flow backward facing step frdis]. Numerical

benchmarks use grid-independent solutions to estimate the nu-
merical benchmarl§: and numerical errosgy as the difference
which increases with distance from the asymptotic range; hobetween the fineS, and grid independent solution& = S,
ever, less conservative than correction factors which includes thes . Numerical benchmarks are not restricted to simple prob-

amount of the correction. Also, fdZ,=0 Ucgx suffers 50% un-  |ems; however, are less-ideal than analytical benchmarks for con-
certainty and forC,<1 gives an unacceptable result of €8 firmation of verification procedures since assumptions must be
Figure 1 compares FS predicted by correction factors, GCI, afghde that benchmark solution is without numerical error and
Ucex- ] ) ) _modeling errors are same for all solutions both of which are sus-
4. Our claim of GCI being more conservative for solutiongect for complex problems. Results for the former are similar to
closer to asymptotic range antbre importantlyless conservative previously discussed 2-D Laplace equation results. Note that for
for solutions further from the asymptotic range in comparison §oth 1-D wave and 2-D Laplace equation cases thgiUap-
correction factors is based on our comparison of factor of safgtyoach fails to bound the true error sing<1 for reasons dis-
for both approaches, as discussed above as well as comparis@fged previously. Results for the latter, show that for the uncor-
between two approaches for analytical and numerical benchmagkgted solution both correction factor angdd approaches with
and practical applications. The caseq&¥] are practical appli- p =1 bound the estimated error with correction factors more
cations with solutions further from the asymptotic range, espgonservative, whereas the GCI approdafith Fs=1.25) fails to
cially [3]; therefore, correction factor uncertainties are more coppynd the estimated errgbased on previously published “grid
servative than GCI. For the Series 60 model 4B verification  independent” solutions with same turbulence modet the finest
results were obtained on four grids wherein for the finer thragd a medium grid. For the corrected simulation, both correction
grids pg=4.4(C5=3.7) and for the coarser three grid% factor and GCI approaches fail to band the estimated error. Re-
=2.3(Cs=1.3) for the total resistance coefficient. In the formegyts were also obtained for the correction factor approach with
case, the GCI approach withg=1.25 estimates uncertaintiesp, =2 since,[5] uses the hybrid numerical method with vari-
which are smaller than the correction factor approach by a fact@ble , between 1 and 2. For the uncorrected simulation, correc-
of roughly five. If Fs=3 is used, the GCI approach estimategon factor trends are similar to GCI, but more conservative. For
uncertainties which are smaller than the correction factor agive corrected simulation, the correction factor approach bands the
proach by a factor of roughly 2. For the 5415 surface combatagdtimated error, except on the finest grid.[H, Ucgx and GCI
[4], verification results were obtained on three grids and botlyith Fs=3) are compared showing latter more conservative than

correction factor and GCI give similar results for the total resisormer; however, for such careful grid study GCI witg=F1.25 is
tance coefficient sinc€,=0.8 is near the intersection of the tWomgre appropriate.

approaches. Ebert and Gor§&i showed that the correction factor pata and figures showing comparisons of correction factor,
approach is reasonable fog>ppy__, but not for g<<py__ where GcJ, and Celik and Karatekin verification methods for aforemen-
Cy uncertainty estimates indicated insufficient conservatisrioned analytical and numerical benchmarks are available from the
Present revisions no longer have this deficiency, as previouslythors upon request.
discussed. The overall results show that when solutions are closer to the
For analytical benchmarks, as already mentioned, 1-D wawsymptotic range both correction factor and GCI approaches pro-
and 2-D Laplace equations originally used to test verificatiovide reasonable results, although the GCI approach may be over
methods. Analytical benchmarks are ideal for confirmation @onservative in comparison to the correction factor approach.
verification procedures since the exact solution known analyiivhen solutions are further from the asymptotic range, as is often
cally and modeling errors are zero such that numerical errors cdue case with practical applications, correction factors have the
be determined exactly; however, analytical benchmarks are eslvantage of increased factor of safety and GCI approach may be
stricted to simple problems. For the 1-D wave equation, verificander conservative in comparison to the correction factor ap-
tion results obtained on 10 grids wi®, values for maximum proach. The Celik and Karatekiin] approach is reasonable for
wave amplitude in the range GHC,<1. For the uncorrected C,>1 although less conservative than correction factor approach
simulation, both Y and GCI (with Fg=1.25) banded the true and not reasonable f@,<1.
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5. Strictly speaking, the corrected solutiére., simulation cor- vidual user, code, model, grid-type, etto display normal distri-
rected using deterministic estimate of sign and magnitude of nodtions. One must consider issues of replication level, as with
merical erroy will not satisfy the same conservation propertieexperimental uncertainty analysis. Recently, authors have pro-
(e.g., mass and momentuias the uncorrected solution. Howeverposed a method for establishing probabilistic confidence intervals
if solutions close to the asymptotic range one would expect thier CFD codeg11] using N-version testinfl2] wherein multiple
correction and the lack of conservation for the numerical bencbedes or users, models, grid types etc. for specific benchmark
mark solution to be small. Situations that might prevent correctiapplications are used to establish normal distributions.
of the solution include variability in the observed order of accu- 7. We do not understand how you can accuse us of ignoring
racy, lack of complete iterative convergence, and solutions furthissues related to erroneous identification of monotonic conver-
from the asymptotic range. Situations also exist when it is usefgénce when we specifically provided discussiofZr 4], includ-
to make use of the corrected solution. Confirmation of verificatiang reference t¢13]. We have also extensively discussed2n-4]
procedures using numerical benchmarks in which the correctadninimum of three solutions are required for verification studies
solution is assumed without numerical error and modeling erroasid desirability and issues for obtaining more than three solutions,
are assumed same for all solutidi®d and for practical applica- including reference td8]. We are indebted to Dr. Roache for
tions as aid in assessing modeling errors when monotonic conveointing out the possibility of the oscillatory divergence conver-
gence established for multiple grid triplets and/or iterative convegence condition and to Professor Celik for pointing out his dis-
gence and resource issues for very fine gfiglg]. Furthermore, cussion in[5] of oscillatory convergence.
the concept of deterministic error estimate for simulations seems
appropriate and been advocated by others. We agree with the Bferences
veat that it is only useful as a deterministic estimate under certain o ) ) o X
circumstancegi.e., solutions sufficiently close to the asymptotic 4] ?(’Sﬁ?&’ Eh§0f235 pcp“t;cg'sznﬁé’;the Correction Factor" Verification Method,
range and in this case, the uncertainty estimate based on an estjz] siem, F., wilson, R. V.., Coleman, H., and Paterson, E., 2001, “Comprehensive
mate of the error in that estimate. We never claimed using the = Approach to Verification and Validation of CFD Simulations-Part 1: Method-

corrected solution addresses the criticism that the numerical error_ology and Procedures,” ASME J. Fluids Eng23 pp. 793—802. )
is deterministic and not stochastic [3] Wilson, R. V., Stern, F., Coleman, H., and Paterson, E., 2001, “Comprehensive

. . s . . . Approach to Verification and Validation of CFD Simulations-Part 2: Applica-
We disagree with Dr. Roache’s formulation for estimating the  on for RANS Simulation of a Cargo/Container Ship,” ASME J. Fluids Eng.,

uncertainty of corrected solutions; since, the amount of conserva- 123 pp. 803-810.
tism is a function of gnd refinement ratio and ﬁq(r< \/2' gives the [4] Wi!SOI‘l, R., and Stern, F., 2002, “Verification and Validatio_n for RANS Simu-
unacceptable result that the uncertainty in the corrected solution is - ton f a Naval Surface CombatantStandards for CFD n the Aerospace

. X ndustry, AIAA paper 2002-0904 Aerospace Sciences Meeting, Reno, Nevada.
larger than the error in the uncorrected solution. Therefore, WE&s) celik, I., and Karatekin, O., 1997, “Numerical Experiments on Application of
recommend the revised correction factor uncertainty estimates for Richardson Extrapolation With Nonuniform Grids,” ASME J. Fluids Eng.,

the corrected solutiotd,  (2). The revised uncertainty estimates 119 pp. 584-590. o o
C [6] Ebert, M. P., and Gorski, J. J., 2001, “A Verification and Validation Procedure

given by equation(2) may improve the Eca and Hoekstf8] for Computational Fluid Dynamics Solutions,” NSWCCD-50-TR-2001/0006,
results showing that uncertainty estimates for the corrected solu- Hydromechanics Directorate Report, NSWC, Carderock Division, West Be-
tion from the correction factor approach do not bound the error form I/T/esda, '\t/IhD-G 2002 “RANS CFD Prediction of Pitch and H Shio M

_ H H eymoutn, G., , rediction o Itch ani eave Ip Mo-
the 2 D. Laplace. equatl.on analytlcal benChmar.k' The data pre tions in Head Seas,” M.S. Thesis, the University of lowa, lowa City IA.
sented in[8] are insufficient to reproduce all their results. HOW- g Eca, L., and Hoekstra, M., 2000, “An Evaluation of Verification Procedures
ever, we are able to reproduce a subset of their results, which for Computational Fluids Dynamics,” 1st Report D72-7, Instituto Superior
show that correction factor corrected solution uncertainty esti- _ Tecnico Lisbon, Portugal.

_ ] Cadafalch, J., Perez-Segarra, C. C., Consul, R., and Oliva, A., 2002, “Verifi-
mates bound the error, as we have also shown for the 2-D Laplac@ cation of Finite Volume Computations on Steady State Fluid Flow and Heat

equation. ) ] Transfer,” ASME J. Fluids Eng.124, pp. 11-21.

6. We agree that analytical benchmarks are useful to confirmo] Roache, P. J., 1998rification and Validation in Computational Science and
verification procedures; however, we disagree that the ensemb[llel] g?gmeﬁrmg l(-jlegrﬁosaJPugg%gersétAltbutqmlergue, NMH  CFD Code Corti

: . ‘ot . ern, F., an ao, J., , “Statistical Approach to ode Certifica-
of proplems In[iol.O] or qata of[9] prowde §tat|st|cal ey@encg fo.r tion,” AIAA paper 2003-410,Applied Aerodynamics Special Session on CFD
establishing 95% confidence level. We find no statistical distribu-  yncertainty 41st Aerospace Sciences Meeting, Reno, NV.
tions in[9] or [10] while [10] assumes normal distributions with [12] Hemsch, M., 2002, “Statistical Analysis of CFD Solutions From the Drag
the claim that twice the standard deviation leads to a 95% confi- Prediction Workshgp," rﬁI)AA Paper 2002-0842, 40th AIAA Aerospace Sci-
. . : : ences Meeting and Exhibit, Reno, NV.

dence leyel with no_ supporting ev_ldence. Truncation errors_ an 13] Coleman, H., Stern, F., Di Mascio, A., and Campagna, E., 2001, “The Problem
systematic errors with strong spatial and temporal correlations; ™ with Oscillatory Behavior in Grid Convergence Studies,” ASME J. Fluids

therefore, we do not expect errors for single probldnes, indi- Eng.,123 pp. 438-439.

706 / Vol. 126, JULY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of
Fluids

Engineering

Erratum: “An Experimentally Validated Model for Two-Phase Pressure Drop in
the Intermittent Flow Regime for Circular Microchannels,”
[Journal of Fluids Engineering, 2002, 124, pp. 205214]

S. Garimella, J. D. Killion, and J. W. Coleman

1. By convention, most of the equations in this paper treat pressure drop as a negative value. For consistency, the following equations
should have the negative signs added as shown below:

(d P) 0.3164p U, @
_ =— o
A%/ g Reiss 2D
dpP _ 0.3164 py(Upuppie— U interfacg2
d_ - 25 AR (2)
X/ o Rebiohie bubble
(Ugiug— Usim)?
APgne wansitior pL% (3
Roubble| >
APone transitior= —PL| 1~ W (U slug™ Usitm) (U pubble™ Ysiim) 4)
ube

2. In addition, Eq{(33) above had a factor of 2 in the denominator, which should be removed, as shown above.
3. The value of the coefficiens, in Eq. (35), currently listed as 2436.9 in the text following the equation, should be changed to
a=2.4369.
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1. By convention, pressure drop is treated as a positive value. Therefor@lEghould be as follows, i.e., without the negative sign
on the right-hand side:

(dP/dX)¢p
Uinterface™ 4 (thube_ Rgubbl& ()
ML

2. The expression for pressure drop due to the film-slug transition(1®ghad a factor of 2 in the denominator, which should be
removed, as shown below:

Roubble| 2
—= (Ussiug= Ysitm) (U pupbie= Usiim) (6)

APgne wansitior™ PL( l_( R
tube

3. The value of the coefficiens, in Eq. (21), currently listed as 2436.9 in the text following the equation, should be changed to
a=2.4369. For Eq(24), the coefficient should bei=0.9965 instead of 996.5.
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